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Abstract

Current approaches for studying the spread of misinformation on social media tend
to focus on the factual integrity of shared content and the reach or circulation of false
claims. However, a focus on the truth value of content can obscure the embeddedness
of information in social, communicative practices. One way of apprehending the
sociocultural dimensions is through an analysis of the stances people take toward the
information they circulate online.

In this thesis, we investigate how language mediates perceptions of truth and re-
ality through a close examination of how data is animated as evidence. This process,
we argue, is fundamentally interactional and dialogic. Using sociolinguistic and nat-
ural language processing (NLP) techniques, we demonstrate how specific features of
evidential talk, such as the use of epistemic adverbs like allegedly or supposedly, can
dramatically alter how evidence is taken up in discussions of scientific controversy.
We present the hearsay effect, a numerical measure mapping the entextualization of
data as hearsay to its engagement and circulation on social media, to characterize
how subtle inflections in epistemic modulation shape the social life of evidence. We
find that the hearsay effect is variably salient in different discursive communities,
and is particularly prominent in our case study of evidential discourse amongst ufol-
ogists on Twitter. We suggest that this analysis of the strength of weak evidence
within contested sites of knowledge production offers new ways of conceptualizing
how information and misinformation is animated in the online public sphere.

Thesis Supervisor: Graham M. Jones
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Chapter 1

Can the data speak for itself?

Throughout the coronavirus pandemic, data has occupied a conspicuous and hotly
contested place in the public imagination, casting new light on how constructions
of truth and reality are negotiated on social media. Dashboards tracking data on
case counts and hospitalization rates have become crucial to the project of informing
the public and rationalizing measures such as school closures and mask mandates.
At the same time, anti-maskers and Covid-denialists have also been hard at work
producing and circulating "counter-visualizations" — often using the same datasets as
health officials — to advocate for radically different policy changes (Lee et al. 2021).
By urging community members to "follow the data," these groups mobilize orthodox
data practices to generate evidence for unorthodox scientific claims. But can the data
really speak for itself?

The ways in which this expression is implemented are manifold and worth con-
sidering in their own right. "What does the data say?" Bill Gates asked in 2011,
promoting initiatives where data take on a more capacious role in tracking global
development and the impact of aid programs (1-1). This 4/20, the data activist col-
lective datadblacklives shared "What the Data Says" on its Instagram, looking at
the impact of the legalization of cannabis on Black people across the US (1-2). The
phrase also reverberated across Twitter throughout the pandemic as people struggled
to make sense of conflicting evidence online; Florida governor Ron DeSantis famously

boosted a controversial article on the efficacy of mask mandates in a tweet while
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MINDING THE GAPS

What does the data say?

Hans Rosling is tracking development goals on Gapminder.

By Bill Gates | November 02,2011 + 2 minute read

Figure 1-1: Post from Bill Gates’ blog, GatesNotes

) datadblacklives .es

DATA FOR BLACK LIVES

WHAT THE DATA SAYS

Black people and white people consume
the same amount of marijuana.

Even in states where cannabis has been
legalized.

Qv W

Figure 1-2: Instagram post by @datadblacklives

proclaiming that "the data speaks for itself" (1-3) last May:.

Each of these examples personifies "data" as an independent speaking subject, but
it is clear that someone else (the entity sending the tweet) is speaking with or for the
data. Indeed, the data cannot ever speak for itself — because it must be animated and
advocated for, and then accepted by others, before it can claim meaning. This thesis
contends that a focus on the way that data is entextualized — that is, turned into a
communicative message (Bauman and Briggs 1990) — helps to surface these dynamics,
which are so often glossed over with rhetorical sleight of hand. By focusing on how
data is invoked in conversation to shape public perceptions of truth and reality, we

shed new light on how data comes to develop a social life of its own.

The DeSantis tweet is an illustrative example of the social relations that animate

data, partly because the interactional affordances of Twitter bring them to the fore.
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Ron DeSantis &
@ @GovRonDeSantis
The data speaks for itself: #0penSchools, #NoMasks

?E Florida Department of Education @EducationFL - May 26, 2021

A new @medrxivpreprint report comparing data from FL, NY & MA finds no
correlations w/ mask mandates in schools & the transmission of COVID.
@GovRonDeSantis continues to set the example on getting kids back in school
for a NORMAL school year. bit.ly/3fKsf2)

‘ ‘VE DO NOT FIND
CORRELATIONS

MASK
MANDATES'’

-A new medRxiv Report on Data from
Florida, New York and Massachusetts

4:58 PM - May 26, 2021 - Twitter for iPhone

Figure 1-3: Tweet by Ron DeSantis

In the tweet, DeSantis quotes the Florida Department of Education, which links
an article published on medrxiv (a preprint server for medical research) reporting
that mask mandates are not correlated with the transmission of Covid in schools,
while simultaneously praising the governor’s stance on school reopenings. The study
compares outcomes from Florida and two other states using a dataset collected by
economist Emily Oster and collaborators at the Covid-19 School Response Dashboard
project in order to make its claims. At this point, the data has already been "spoken
for" by multiple actors: the people (probably state bureaucrats) who published it
online; the academics who aggregated it, ran the regressions to interpret it, and
wrote a paper about it; the Florida Department of Education, who animated it on
Twitter by aligning it with DeSantis’ policy agenda; and DeSantis, who re-animated
it on Twitter, as did the other 1,618 accounts that retweeted it and 147 accounts that

quoted it.

Despite this ostensible show of support, this data is received with a great deal

of scrutiny. Many of the tweets in the replies condemn DeSantis for implying that
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the Florida data is credible to begin with: "Flawed numbers. We know how you
roll." (larryca66028461); "His data isn’t the true data" (Madmom42004988); and
"Oh I know dear especially since you covered up the real data." (IndiaJenkinsl).
Others attack the quality of the paper: "not peer reviewed buddy. did you go to
college or pay someone to do it for you. you gotta love men willing to risk children’s
health." (livedliteracy). Still others criticize his interpretation of the data: "I love
the picking and choosing of data when it suits people" (KitCMiller2); and "The data
says THE EXACT OPPOSITE OF THAT, you absolute human garbage sputtering
moron. Why do you insist on forcing unvaccinated children to be unprotected when
your state has consistently had the HIGHEST PEDIATRIC POSITIVITY RATE in

the country since the pandemic began?" (EcoSexuality).

The critical register in these replies makes plain that the social life of data —
whether it is taken up by the public as evidence, or not — is not just determined by
the veracity of the information at hand. QKitCMiller2, @EcoSexuality, and others
are clearly very aware that politicians regularly use and manipulate numbers for their
own political gain. In articulating their own stances, these users introduce new in-
terpretations of the data and attempt to seize its evidentiary status. This in turn
indelibly shapes the landscape of participation and possibility for future interlocutors.
Truth, then, is not so much something data can "capture" for once and for all, but
rather something to be negotiated through it. With this in mind, we seek to appre-
hend the sociocultural dimensions through an analysis of the linguistic dimensions of

evidentiality.

The thesis is divided conceptually into three main parts. It begins with a the-
oretical exploration of how data becomes evidence. To this end, Chapter 2 draws
upon literature on the subjectivity of data and evidence from science and technol-
ogy studies (STS) and sociolinguistics, arriving at stance as a useful mechanism with
which to bridge the two. We review how stance is theorized and operationalized in
linguistic anthropology and computer science, and describe challenges in translating
an anthropologically-meaningful concept of stance into something that is computable.

To this end, we discuss categorizations of linguistic features that index stance, called
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stance markers, in order to gain analytical traction on the problem. Chapter 3 stud-
ies the deployment of these stance markers within a discourse community in which
truth, fact, and the legitimacy of data are continuously disputed: #ufotwitter. With
the Twitter v2 API, we develop a novel dataset of tweets using the hashtag to dis-
cuss emerging evidence in the field, and detail results from a digital ethnography
(or hashtag ethnography, cf. Bonilla and Rosa 2015) of the #ufotwitter community.
The chapter also records our efforts in measuring variation in how stance is mediated
across the corpus with respect to differences in social status, interactional patterns,
substantive topics, participatory inflection, and rates of engagement. We find that
the use of the stance marker allegedly in the #ufotwitter corpus is related to statis-
tically outsized levels of engagement and circulation. Chapter 4 characterizes this
finding as the hearsay effect. The chapter provides some theoretical background as
to why allegedly is specifically indexical of hearsay, and evaluates the robustness of
the hearsay effect in terms of causality and generalizability using a mixed-methods
approach. We find that the hearsay effect becomes particularly salient in discur-
sive spaces where participants: (1) are collectively preoccupied with the problem of
evidential production; and (2) epistemic or institutional authority is absent. We con-
clude with a discussion of what this might mean for information ecologies on social

media, where data is circulated as evidence to variable perlocutionary effect.
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Chapter 2

What we talk about when we talk

about evidence

If the data cannot speak for itself, how else can we account for its rhetorical function?
In this chapter, we distinguish between data as information and data as evidence, con-
tending that the latter only comes into being when the data is put forth to support
an argument or a point of view. With stance as a point of departure, we search for a
method to assess how language mediates its uptake as constructions of truth and re-
ality, offering new perspectives for apprehending the interactional and communicative

embeddedness of data.

2.1 All data is perspectival

Data is often rendered in the technocratic imagination as something that is cheap,
abundant, and waiting to be unearthed from the "ground" of social life! (Puschmann
and Burgess 2014; Hwang and Levy 2015; Mejias and Couldry 2019). Despite the
pervasiveness of this narrative, critical scholars have worked to draw attention to
the pernicious effects of obfuscating the subjectivity of data, and have developed

theoretical accounts of data as fundamentally social relations (D’Ignazio and Klein

1. Though companies like Google have pushed back on criticism of slogans such as "data is the new
oil" with assertions that data "is more like sunlight than oil" — a replenishable, ownerless resource
that can be harvested sustainably for the collective benefit of society (Couldry and Mejias 2019)
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2020; Viljoen 2021). Indeed, all data is perspectival, an idea that proceeds directly
from the work of anthropologist Charles Goodwin, who wrote that "all vision is
perspectival and lodged within endogenous communities of practice" (Goodwin 1994).
There is nothing raw about data, as Travis D. Williams reminds us in Raw Data is an
Ozxymoron (Gitelman 2013). Whether it is done consciously or subconsciously, data
is always produced, processed, and consumed with a social objective or purpose in
mind. As such, data is always dependent on a social actor to collect it, make sense
of it, contextualize it, and translate it (Leite and Mutlu 2017). It takes labor to

transform data into capital (Sadowski 2019), and into claims of fact and truth.

This thesis proposes that the work that undergirds this second transformation
is evidential in nature. To better make sense of this proposition, it is useful to
be fastidious with some terminology that data is frequently conflated with: namely
information and evidence. Following sociologist Howard Becker (2017), we interpret
data to be a preserved record of information until it is mobilized in support of an idea,
or argument. It is through this process of becoming evidence that data is scrutinized
as a potential representation of reality. The evidence may then be accepted as fact
or truth, with accepted being the operative word: the evidence must convince an

audience of its validity, and of its weight (Becker 2017).

What gives data-as-evidence its persuasive power? Much of the extant scholar-
ship approaches this question in terms of the authority that is granted to the data
exogenously. These works consider why and when people find data to be credible
ways of knowing and communicating. In outlining a sociology of quantification, Es-
peland and Stevens (2008) organize the sources of this authority into four broad
categories: its perceived accuracy or validity as a proxy for reality (Anderson and
Fienberg 1999; Desrosiéres 2001); its usefulness in solving problems (Carson 2007;
Didier 2002; Porter 1995); its ability to accumulate and link users who are invested in
the data itself (Feldman and March 1981; Kalthoff 2005; Latour 1988; Callon 1984);
and its long and evolving relationship with ideals of rationality and objectivity (Das-
ton 1992; Nussbaum 1986; Weber 1978). However, not much has been written about

how people use language to mediate the credibility and authority of data in conver-
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sation — in their "endogenous communities of practice" (cf. Goodwin 1994). In this
thesis, we seek to understand how language shapes the process of making data into
evidence through an analysis of the stances people take toward the information they

circulate online.

2.1.1 Stance, encoded

Stance does not have one set theoretical definition in sociolinguistics and linguistic
anthropology, but broadly refers to the marking of attitudinal or ideological perspec-
tive — or how people position themselves in conversation (Biber 2006; Beach and
Anson 1992; Kiesling 2022). Indeed, this concept has been studied under many dif-
ferent labels (Biber 2006; Chindamo, Allwood, and Ahlsen 2012). Jones and Harris
(1967) examine positions of speech (pro, anti, or equivocal) in terms of attitude;
Martin (2000) discusses intersubjective and ideological positioning through the lens
of appraisal; Hunston and Thompson (2000) consider attitude and stance under the
broader umbrella of evaluation. Even within stance, there are subdivisions. Biber
et al.(1999) differentiate between epistemic and affective stance. In this framework,
epistemic stance deals with certainty, doubt, actuality, source of knowledge, impre-
cision, viewpoint, and limitation, while affect is more concerned with states, eval-
uations, emotions, and attitudes. Other categorizations include social, authorial,
interpersonal, and intentional stance (Kockelman 2004). Social stance might refer
to the "ethical horizons of a group relative to language, thereby implicating stance
in linguistic ideologies." Authorial stance might refer to the ideology of authors with
respect to how they position themselves in and to a text. Interpersonal stance might
be studied to analyze the particular perspectives of participants in a speech event,
and intentional stance might be of interest to apprehend social behavior in terms of
putative mental states such as belief, desire, and fear.

Efforts to catalogue how stance is encoded are wide-ranging. Within the scope
of studies on the English language, different methodologies have been employed to
identify the lexical, modal, and grammatical means by which stance is indexed. Some

studies specifically focus the discussion on the function of adverbials in marking
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stance. For example, Biber and Finegan (1988) analyze stance via the distribution of
a particular class of stance-encoding words and phrases, stance adverbials — adverbs
that indicate attitudes, feelings, judgments, or commitment concerning the message.
Hyland (1996) studies stance-taking in the academic research context by studying
the range of functions and grammatical devices used to express tentativeness and
possibility in research articles. This work shows how the mobilization of adverbs such
as generally, approximately, partially, or possibly can index the speaker’s attitude
towards the accuracy of a proposition. Quirk et al. (1985) also discusses adverbial
stance markers in terms of disjuncts, distinguishing between style disjuncts — adverbs
such as truthfully, seriously, bluntly, approximately, or briefly, indicating the manner
of speech — and content disjuncts — adverbs such as certainly, doubtfully, amazingly,
annoyingly, or fortunately, indicating the speaker’s certainty about or judgment of

the content.

Other works have turned their attention to different markers of stance in English
— for example, modals such as might or should, or "opinion" and "perception" verbs
such as believe, think, seem, and disappear (Biber and Finegan 1988). Karkkdinen
(2003) focuses on the salience of the syntactic/pragmatic phrase I think as a measure
of epistemic stance-taking in conversational English. Studies from Thompson and Ye
(1991) and Hyland (2002) also describe how "reporting" verbs like state, consider,

and find can function as expressions of different kinds of stance meanings.

Throughout this kaleidoscopic array of scholarship runs a common thread, high-
lighting the reason stance is so meaningful in linguistics. Taken as a whole, scholars
apprehend stance as the performance of positionality — how speakers and writers are
necessarily engaged in positioning themselves vis-a-vis their words and texts (which
are embedded in their own histories of linguistic and textual production), their in-
terlocutors and audiences (whether they are actual, virtual, projected, or imagined),
and with respect to a context that they simultaneously respond to and construct lin-
guistically (Jaffe 2009). In other words, stance is inherently subjective, dialogic, and
interactional (Goodwin and Goodwin 2005; Kockelman 2004; Du Bois 2007).

This understanding of stance is analytically rich. However, in order to under-
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stand how stance manifests on social media, where talk is generated prolifically and
parallelly, we need a method to scale stance to hundreds of thousands or millions of
utterances. Because stance-taking is such a multi-dimensional concept, we begin to
break down how stance is operationalized on different interactional axes with a review

of two frameworks from the linguistic anthropological literature.

2.1.2 Stance, operationalized

In this section we review two frameworks from linguistic anthropology describing how
the social elements of stance can be parsed and disambiguated.

Kockelman (2004) draws from sociologist Erving Goffman’s definition of the role of
the speaker (1981) and linguist Roman Jakobson’s conceptualization of grammatical
categories in terms of events (Jakobson, Waugh, and Monville-Burston 1990) in order
to theorize the semiotic and linguistic realization of stance. Specifically, he observes
that Goffman’s decomposition of the role of the speaker into that of the animator (the
one speaking the words), author (the one composing the words said), and principal
(the one who is committed to what the words say) can be combined with Jakobson’s
description of the speech event (the world in which speaking occurs), narrated event
(the world spoken about), and narrated speech event (a spoken-about world in which
speaking occurs) to characterize stance-taking as a set of triadic relations. Stance, he
argues, is a commitment to a construal of an event, whereby someone (the principal)
commits to a narrated event (the realm of figures) relative to a speech event (the realm
of animators). This disambiguation of roles and events in stance-taking is realized
through a number of linguistic resources — from grammatical categories such as mood
and status (or epistemic modality) to lexical categories such as complement-taking
predicates (including believe, want, and fear).

Meanwhile, Du Bois (2007) defines stance as "a public act by a social actor," and
offers the stance triangle as another useful model for thinking about stance. Under

this model, the stance act? is understood to be three acts in one: two sets of evaluation

2. The stance act is usually the evaluation of a stance object (which could be a "real" object or
simply a figure in the discourse).
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Subject 1

Object

< aligns >

Subject 2

Figure 2-1: Stance triangle (Du Bois 2007)

of the object (alternatively, two instances of taking a position on the object), and the
relative alignment or misalignment created by the two evaluation/positioning moves.
A graphic representation of these relationships is shown in 2-1.

Du Bois gives the following as a simple example of a stance act:

(1) SAM: I don’t like those.
ANGELA: I don’t either

Here, Sam gives a negative evaluation of whatever is referenced in those (let’s say
they are shopping for chairs, so Sam is a subject and a chair is the object). Angela
(another subject) also gives a negative evaluation of the chair, thereby aligning herself
with Sam. Of course, not all discourse is so neat. Sometimes, the stance object is
implied and difficult for an external observer to infer. Even when the stance-taker and
the stance object are easily identifiable, the stance that the stance-taker is responding
to may require the recursive analysis of many stance acts, or may not be discernible
at all. (Consider, for example, a variation of the above in which Sam and Angela are
being sarcastic.)

These operationalizations of stance are complex and multi-dimensional, and more
suited for qualitative — rather than quantitative — analysis. Even though one of the

stance triangle’s innovations is to conceptualize the alignment between participants in
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a dialogue as a scalar value (rather than a binary state of alignment or misalignment),
it is not immediately obvious how to assign the scalar value from the other states of
evaluation and positioning, making it more useful symbolically, as a signal of nuance
or gradation, or for small-scale analysis. Kockelman’s characterization of stance as
a commitment to a construed event is similarly difficult to translate into a scalable
instrument or metric. To apprehend the articulation of stance in large social media
corpora such as the ones studied in this thesis, computational methods must also be

considered.

2.1.3 Stance, computed

Stance detection in the computational literature is generally formulated as a classi-
fication problem. As input, a piece of text and a target (an entity, concept, event,
idea, opinion, claim, topic, etc) are given. The author’s stance is predicted as the out-
put, usually from a category label from this set: { Favor, Against, (Neither)} (Kiigiik
and Can 2021). Work to automatically identify stance from text is also sometimes
called stance identification (Zhang et al. 2017), stance prediction (Qiu et al. 2015,
debate-side classification (Anand et al. 2011), debate stance classification (Hasan and
Ng 2013), rumour stance classification (Zubiaga et al. 2018), or fake news stance
detection (Pomerleau and Rao 2017). There is considerable heterogeneity in the cat-
egorization of stance as an output label across these studies. For example, rumour
stance classification uses the labels {Supporting, Denying, Querying, Commenting},
Fake news stance detection uses the labels { Agrees, Disagrees, Discusses (the same
topic), Unrelated}. Simaki et al. (2018) use six stance categories { Contrariety, Hy-
potheticality, Necessity, Prediction, Source of Knowledge, Uncertainty} in their work.

Stance detection has many potentially-profitable applications ranging from social
media (fact-checking, fake news detection, content moderation, etc.) to public opinion
mining (for political campaigns, advertising, and marketing). As such, a wide array
of computational techniques have been employed in an effort to solve this problem.
The methods generally fall within one of three buckets: feature-based machine learn-

ing, deep learning, and ensemble learning (Kiiciikk and Can 2021). Support vector
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machines (SVMs) (Hacohen-Kerner, Ido, and Ya’akobov 2017; Mohammad, Sobhani,
and Kiritchenko 2017; Tsakalidis et al. 2018) and logistic regression (Ferreira and
Vlachos 2016; Zhang et al. 2017), for example, are sometimes used with handcrafted
features (character and word ngrams, part-of-speech tags, hashtags, sentiment dic-
tionaries, etc) for classification. Deep learning approaches use long short-term mem-
ory (LSTM) architectures (Augenstein et al. 2016; Dey, Shrivastava, and Kaushik
2018; Wei, Lin, and Mao 2018) and convolutional neural networks (CNNs) (Wei et
al. 2016; Zhou, Cristea, and Shi 2017) for both feature extraction and end-to-end
classification. Some models use attention mechanisms to improve performance (Dey,
Shrivastava, and Kaushik 2018; Sobhani, Inkpen, and Zhu 2017; Wei, Lin, and Mao
2018; Zhou, Cristea, and Shi 2017). Ensemble learning methods range from simple
random forest schemes (Tsakalidis et al. 2018) to more complex algorithms imple-
menting semi-supervised user modeling (Fraisier et al. 2018) or combinations of deep
learning architectures (Zhang et al. 2017).

Many of these systems are highly experimental and do not yet give robust results.
Even with expensive deep learning techniques, the top-performing models submitted
for SemEval-2016% do not outperform the baseline system provided by the competition
organizers, which uses SVM with handcrafted features (with an F-score of 68.98).

However, the formulation of stance detection as a problem of predicting a bi-
nary (or ternary) label { Favor, Against, (Neither)} arguably dooms it from the start
from effectively capturing the inherently dialogic and interactional elements of stance-
taking.

Two studies, Pavalanthan et al. (2017) and Kiesling et al. (2018), make this
insight and attempt to operationalize a sociolinguistic construct of stance by intro-
ducing new correspondences between stance dimensions and the lexical features that
characterize them. Given that the literature on computational approaches for detect-
ing interactional stance is extremely limited, this thesis takes particular interest in
how these stance correspondences are defined.

First, Pavalanthan et al. (2017) aim to identify latent stance dimensions in a

3. A competition for stance detection in English tweets (Mohammad et al. 2016)
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custom Reddit corpus. To begin, they compile a lexicon of stance markers indexical
of interactional stance-taking, starting from a seed lexicon of stance markers from
Biber and Finegan (1989). This list includes certainty adverbials (actually, of course,
in fact), affect markers (amazing, thankful, sadly), and hedges (kind of, maybe, some-
thing like), as well as other adverbial, adjectival, verbal, and modal markers of stance.
The seed lexicon is augmented with markers from the Switchboard Dialog Act Corpus
characteristic of spoken language, as is sometimes used in online discourse, such as oh
yeah, nah, or wow (Jurafsky et al. 1998). Recognizing that online discussions differ in
genre from both written texts and spoken language, Pavalanthan et al. (2017) "trans-
late" the stance marker lexicon to the Reddit domain using computational techniques
based on distributional statistics, drawing upon prior work on the expansion of sen-
timent lexicons. Specifically, they train word embeddings on a Reddit corpus using
Wang2Vec (Ling et al. 2015), a structured skip-gram model, and then add tokens
with a cosine similarity of at least 0.75 to the lexicon. This is done with the aim
of adding "netspeak" variations of the stance markers to the lexicon. Then, they
perform a multi-dimensional analysis (Biber 1992) to the distributional statistics of
stance markers across subreddit communities, to isolate the main axes of variation

across the stance markers.

These stance markers are not universal — they are latent patterns of co-occurrence
between stance markers and subreddits in the corpus, and can only be delimited
as such. For example, one of the stance dimensions identified within the corpus
is characterized on one "extreme" by the relationship between discursive practices
found on subreddits r/philosophy, r/history, r/science with stance markers beauti-
fully, pleased, thanks, spectacular, and delightful, and on the other extreme by the
relationship between r/pcmasterrace, r/leagueoflegends, r/gaming, and stance mark-
ers just, even, all, no, so. The stance dimensions do not necessarily manifest in
semantically-meaningful or consistent ways, and do not generalize to other corpora.
What they do show is that coherent groupings of stance markers can and do emerge

across different online speech communities.

In later work, three different stance dimensions are predefined: affect, alignment,
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and investment (Kiesling et al. 2018). Instead of attempting to surface salient stance
dimensions empirically and characterize them post hoc, the authors delineate these
stance dimensions in theoretical terms. Affect is defined as the polarity or quality of
the stance to the stance focus, investment is defined as a measure of epistemic stance,
or how strongly invested in the topic the speaker is, and alignment is defined as a
measure of the degree to which a speaker/writer aligns with their interlocutor(s), real
or imagined. After manually annotating 1,265 utterances from 68 Reddit threads,
Kiesling et al. (2018) train a classifier on the data to surface textual features that
are predictive of high and low levels of each stance dimension. The reported tokens

for each dimension are shown in 2.1.

Affect Investment Alignment
High \ Low High \ Low High \ Low
thank please ! little thank evidence
! worse tell limit limit wrong
sing everyone hope ink other able
noise nothing better maybe ! not
stop entire never may absolutely | opinion
friends into stick wouldn’t thanks worse
good burn parents everyone now mom
fiber no kept know SO be
kindle password . wants point has
love effectively | carefully actual some well

Table 2.1: Top predictive tokens for the affect, investment, and alignment stance
dimensions (Kiesling et al. 2018)

Although this approach benefits from the interpretability of the stance dimen-
sions, as they are predefined and grounded in sociolinguistic theory, the predictive
keywords are not robust enough to be used as features for downstream stance de-
tection. Moreover, in order to generate predictive keywords for a custom corpus, a
large sample must be manually annotated for labels across all stance dimensions. As
Kiesling et al. (2018) detail, this can be a complex, laborious process, especally since
the annotations often require highly subjective decision-making and the consideration
of entire threads, rather than single utterances. Addressing this level of nuance in

stance annotation remains an important open problem in the field.
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2.2 Stance-taking and evidence-making

This thesis is interested in stance as it materializes in conversations mediating the
legitimacy of evidence in the process of becoming. So, although there isn’t necessarily
a computationally-tractable way to operationalize stance (yet), it may still be possi-
ble to analyze how the authority of evidence is constructed and negotiated at-scale
through the lens of a single stance dimension: epistemic stance, or evidentiality. By
narrowing the scope of what we mean by stance, we seek to identify a set of linguistic

markers with more concentrated explanatory power.

2.2.1 Defining epistemic stance and evidentiality

The relationship between epistemic stance and evidentiality is somewhat convoluted
and ambiguous. Evidentiality has traditionally been understood as the aspects of
an utterance that refer to the source of knowledge and the type of evidence that a
speaker has for making a claim or assertion (Willett 1988). In approximately one-
quarter of the world’s languages, evidentiality is encoded in the grammar itself, and
some studies consider only expressions belonging to an obligatory grammatical cate-
gory to be evidential (Aikhenvald 2004). In languages like English, where evidentiality
is not grammaticalized, a variety of linguistic resources may optionally deployed as
"evidentials," including lexical, constructional, and interactional forms (Chafe and
Nichols 1986; Fox 2001; Clift 2006; Sidnell 2012). Even with a more flexible defini-
tion of evidentiality, some scholars subsume evidentiality under epistemicity. Linguist
Elise Kérkkédinen (2003) offers a few examples: Palmer (1986) explicitly includes evi-
dentials under epistemic modality, arguing that evidentiality is just one way of coding
commitment or lack of commitment towards the truth of the proposition being ex-
pressed. Biber et al. (1999) take a similar view, including the source of knowledge, or
the perspective from which the information is given, as a category of epistemic stance
marking. However, other scholars have written about evidentiality as the superor-
dinate category (Chafe and Nichols 1986; Biber and Finegan 1989). As Kérkkdinen

points out, "where evidentiality fits in with epistemicity and which one is considered
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the superordinate category varies from one researcher to the next," and is almost just
a "matter of terminological convenience."

Mushin (2001) offers a helpful perspective on how the concepts are intertwined,
describing epistemological stance as the way speakers deploy evidential markers to
convey assessments of knowledge that are then absorbed into the interactional con-
text. In other words, evidentials never just convey the source of knowledge or infor-
mation — they always say something more (San Roque 2019). Direct evidential forms
may be mobilized to “assert certainty or imply intimacy” with other participants in
the conversation (San Roque, Floyd, and Norcliffe 2018); reportative forms may be
used to index doubt, as the speaker distances themselves from the information and
shifts responsibility to another interlocutor, whether real or imagined (Aikhenvald
2004); sensory or inferential forms may also be used as prosocial behavior (Mithun
1986). This suggests that evidential marking is "responsive to and constructive of
the relationship between speaker and recipient(s)" (Fox 2001), and that evidentiality

is itself interactional and dialogic.

2.2.2 Markers of epistemic stance and evidentiality

As discussed, there are a considerable number of linguistic resources that may be
invoked for stance-taking, but the articulation of epistemic stance in conversational
American English has been shown to be quite regular and routinized (Kéarkkéinen
2003). In the Santa Barbara Corpus of Spoken American English, epistemic phrases
such as I think and epistemic adverbs such as probably are the most frequently-used,
and Kérkkédinen finds that epistemic stance (at least within the corpus) tends to be
expressed by a relatively limited set of tokens, highlighting nine epistemic markers in
particular: [ think, s/he said, I don’t know, maybe, I said, I don’t know + compl., I
guess, I thought, and probably.

Karkkiinen observes that the range of semantic meanings expressed by epistemic
markers is fairly wide, and clusters them into seven different groups: reliability, belief,
hearsay evidence, mental construct, deduction, induction, and sensory evidence. This

system is based on Chafe’s description of the two dimensions towards knowledge: the
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reliability of the information, and the mode of knowing. Along the first dimension,
epistemic markers (mostly epistemic adverbs) serve as an indicator on a continuum
of reliability, from "very reliable" to "unreliable" (cf. wundoubtedly, surely, maybe,
probably, might, may). Along the second dimension, epistemic markers (mostly epis-
temic phrases) indicate where the knowledge is coming from, or the way in which
knowledge is acquired (Chafe and Nichols 1986). Importantly, reliability is the only
cluster where it is suggested that the epistemic marker itself determines the polarity
of the stance taken. Is there, then, a consistent scale of epistemicity that could be
used to characterize evidential advebrs in terms of the polarity of the stance?

Quirk et al. (1985) describe a system for assigning polarity to epistemic adverbs
by classifying them as expressions of conviction and doubt, in a discussion of content
disjuncts that modulate the degree to which the speaker believes that what is being

said is true. These groupings are shown in 2.2.

’ Disjuncts expressing conviction \ Disjuncts expressing doubt ‘

Admittedly Allegedly
Assuredly Arguably
Avowedly Apparently
Certainly Conceivably
Decidedly Doubtless
Definitely Likely

Incontestably Maybe
Incontrovertibly Most likely

Indeed Perhaps

Indisputably Possibly
Indubitably Presumably
Surely Purportedly

Unarguably Quite likely

Undeniably Reportedly

Undoubtedly Reputedly

Unquestionably Seemingly
Clearly Supposedly
Evidently Very likely

Manifestly
Obviously
Patently

Plainly

Table 2.2: Disjuncts expressing conviction and doubt (Quirk et al. 1985)
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Interestingly, Quirk et al. separately define a third grouping representing expres-
sions that modulate the degree to which the speaker references the “reality” or lack
of “reality” in what is said. While conviction and doubt might lie on a single axis
of adverbial inflection, the third category requires further subdivision before polarity
can be assigned. Adverbs like actually, really, and factually are considered to be as-
sertions of the reality of what is said, while only apparently, formally, hypothetically,
ideally, nominally, officially, ostensibly, outwardly, superficially, technically, and the-
oretically are listed as expressions that contrast with reality. Basically, essentially,
and fundamentally are further differentiated as adverbs that claim that what is being
said is true or real in principle. As becomes quickly apparent, defining a single illo-
cutionary charge, or sign, for each epistemic adverb is not so simple. Even for just
evidential markers, the polarity of the stance is refracted onto multiple dimensions,

ranging from reliability to certainty to reality.

2.3 demonstrates the variation in how the sign is defined for some of the most
discussed epistemic adverbs across various studies. While some of the systems seem
to have coherent and consistent labels — Wierzbicka’s allocation of “confident” (2006)
roughly maps to Quirk et al.’s “conviction” (1985) and Huddleston and Pullum’s
“strong certainty” (2002) — there are still significant differences in coverage and some-
times, in definition. For example, Huddleston and Pullum treat evidently as a "low
certainty" adverb, while Wierzbicka and Quirk et al. mark it as a sign of confidence
and conviction. Biber et al. (1999) also categorizes some adverbs with the "Source

of Knowledge" (SOK) label, which is not represented in the other systems.

Because evidentiality is interactional, and has more diverse manifestations than is
apparent from the composition of the utterance alone, this thesis does not attempt to
assign polarity to evidential adverbs to measure the directionality of the stance being
taken (despite the substantive appeal). Instead, with evidential adverbs as the point
of departure, we turn our attention empirically to how they are mobilized in online
discourse. Although they are not deterministic indicators of stance-taking per se, we
find that it is still possible to trace how certain evidential adverbs in social media

discourse significantly impact the contours of the social and interactional context they
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Adverb ‘ Wierzbicka ‘ Quirk ‘ Biber ‘ Huddleston
Allegedly Hearsay Doubt
Apparently Hearsay Doubt SOK Low certainty
Arguably Doubt Low certainty
Certainly Conviction | Certainty | Strong certainty
Clearly Confident Conviction Strong certainty
Conceivably Nonconfident Doubt Lowest certainty
Evidently Confident Conviction SOK Low certainty
Likely Doubt Likelihood | Low certainty
Obviously Confident | Conviction | Likelihood | Strong certainty
Possibly Nonconfident Doubt Lowest certainty
Presumably Doubt Low certainty
Probably Likelihood | Low certainty
Reportedly Hearsay Doubt
Seemingly Doubt Low certainty
Supposedly Hearsay Doubt
Undoubtedly Conviction | Certainty | Strong certainty
Unquestionably Conviction Strong certainty

Table 2.3: Variation in descriptive categorizations of epistemic adverbs

linguistically co-construct. In the following chapters, we discuss how the practice of
evidentiality (and the process of becoming evidence more broadly) manifests in sites
of controversy, shaping the landscape of possibility for participation in online debates

where the negotiation of data-as-evidence is essential and even, at times, existential.
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Chapter 3

The truth 1s out there

This chapter looks at how evidentiality materializes on social media through a close
examination of a specific speech community on Twitter, identified by the use of the
hashtag #ufotwitter. Since 1947, reports of unidentified flying objects and alien en-
counters have captured the public’s curiosity, inspiring amateur research (also known
as ufology), extra-terrestrial contact support networks, government investigations,
bestselling books, and sensational news coverage (Eghigian 2017; Pasulka 2019). Now,
more than seven decades later, much of this conversation continues online. On Twit-
ter, Reddit, and other internet forums, entire communities have formed to discuss
government reports, new sightings, and conspiracy theories surrounding what they
consider to be one of the world’s most important secrets. This seemingly boundless
stream of debate and speculation hinges on the belief that, as The X Files famously
suggested, the truth is out there — that is, the truth is not yet here. In #ufotwitter we
find a rich site of evidential discourse suggesting that truth, in fact, is not something
to be found and disclosed, but rather negotiated and mediated over time. Using a
mixed-methods approach, we identify patterns of linguistic variation in this discursive

community that modulate how data is circulated and taken up as evidence online.
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3.1 Ufology explained

Ufology, broadly, is the study of unidentified flying objects (UFOs), also known as
unidentified aerial phenomenon (UAPs). Historians of American ufology usually trace
it back to 1947, when US Army Air Forces officers mistakenly identified debris from
a weather balloon crash near Roswell, New Mexico as a “flying disc.” Although they
quickly retracted their statement, public interest in the incident remained. Ufologists
entertained other possibilities to explain it, speculating that private military contrac-
tors and clandestine, para-governmental organizations had covered up the evidence

to conceal its extraterrestrial origin (Lewis-Kraus 2021).

Historically, academic researchers have rejected ufology as a discipline as wrong-
headed, irrational, and dangerous. The presence of conspiracy theory and paranor-
mal belief within ufology has reinforced the general impression that the movement is
shrouded in paranoia and mysticism. This, in turn, has contributed to its marginal-
ization as a subject unworthy of serious professional consideration (Eghigian 2017; Pa-
sulka 2019). The government has also routinely responded to UFOs with expressions
of indifference and dismissal (Lewis-Kraus 2021). Ufologists have always been well
aware of their illegitimate status within scientific and public policy circles — leading
them to seek alternative communicative strategies, bypassing institutional authorities
by either speaking directly to the general public via mass media, or founding par-
allel sites of knowledge production with their own methodologies and peer reviews.
This has led to a deep culture of mutual mistrust between ufologists and institutional
authorities (Eghigian 2017).

The suspicion that the government keeps knowledge of or about UFOs from its
citizens is not entirely unfounded. In 2017, the New York Times ran a front-page
story revealing that the Pentagon had been running a surreptitious UFO program for
ten years — not the first of its kind. After the Roswell incident in 1947, reported sight-
ings of unexpected and unfamiliar things in the skies apparently became too profuse
for the Air Force to ignore. Lieutenant General Nathan F. Twining wrote what is

now well-known in ufologists’ circles as the “T'wining Memo,” asserting that “the phe-
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nomenon reported is something real and not visionary or fictitious” and alluding to
concerns that a great power rival such as the Soviet Union could be behind it all. The
government launched Project Sign to investigate. This initiative, and its successor,
Project Blue Book, culminated in new protocols for recording reported cases of UFO
sightings and encounters as standardized data, and the systematic review of approxi-
mately twelve thousand of these cases — seven hundred and one of them of which were
unresolved. Subsequent programs such as the Advanced Aerospace Threat Identifi-
cation Program, or AATIP, focused on the national security implications of military
UAP encounters. Given the historical setting of the sightings, the secrecy with which
these programs were enshrouded is perhaps unsurprising. Post-World War II and
Cold War anxieties made it such that reports of UFOs were quickly folded into the
enterprise of intelligence analysis by governments, and the public — including most
civilian scientists — were to be informed strictly on a need-to-know basis ((Eghigian

2017; Lewis-Kraus 2021).

Upon this backdrop of state secrecy, disclosure — the release of classified infor-
mation — has become incredibly salient (Lepselter 2016). For ufologists, disclosure
signifies multiple things. It is not just the publication of precious and previously inac-
cessible evidence, or the government’s admission to a persistent interest in something
they had consistently snubbed. In a setting where, as Espirito Santo and Vergara
(2020) put it, evidence is also the constructor of possible worlds, disclosure becomes

the creation of a new frontier of perception and possibility.

In the months leading up to the release of the Pentagon UFO Report by the
Unidentified Aerial Phenomena Task Force (UAPTF) in June 2021, many wondered
if the first real instance of disclosure was finally at hand. In a sense, those that
were expecting a singular, discrete event — the disclosure of truth — were severely let
down. The highly anticipated report, which assessed 144 cases from 2004 to 2021,
was cautious in its pronouncements, finding that only a handful of these incidents
demonstrated significant and inexplicable movement patterns of flight characteristics
(indicative of the presence of advanced technology), and that “limited data leaves most

UAP unexplained” (Director of National Intelligence 2021). However, the report also
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called for more resources, more investment, and above all, more data.

Given the prominent position "data" is given the report, it is worth noting that its
definition of what constitutes legitimate data is quite vague. The UAPTF does specify
that the dataset only consists of US Government reporting of incidents, and its call
for dedicating more optical and radiofrequency sensors to data collection (to capture
the relative size, shape, and structure of UAPs, as well as more accurate velocity
and range information) suggests that it may privilege data from these sources over
others. Yet the extent to which it might do so is unclear. Although the directive
given to the UAPTF in Senate Report 116-233 includes a request for the detailed
analysis of unidentified phenomenon data collected by “geospatial intelligence, signals
intelligence, human intelligence, and measurement and signatures intelligence,” the
degree to which each of these sources of information appears in the UAPTF’s dataset
is not revealed. Despite these ambiguities, data seems to be generally accepted as the
means through which clarity and consensus will be achieved, and doubt eliminated,
with government officials even citing a willingness to “go wherever the data takes
us” (Kube and Edelman 2021). This shift, however tiny, in ufology’s frontiers of
perception and possibility reminds us that disclosure is just one point in the continuum
of evidentiality, where the boundaries of what is conceivable and inconceivable are
constantly negotiated anew (Agrama 2021; Espirito Santo and Vergara 2020). In the
following sections, we discuss how these disclosures are transacted in online media,
and consider what a statistical analysis of evidentiality in ufologists’ discourse can

(and cannot) reveal.

3.2 Ufology online

Without a standard-setting institution for how data should be accepted as evidence,
or even for what counts as data, ufology has experienced a “proliferation of local modes
of knowledge-making, each of which has its own unique protocols” (Espirito Santo and
Vergara 2020). Moreover, without academic or political legitimacy, ufologists have

often sought to express their views by speaking directly to the general public via mass
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media (Eghigian 2017). These features of communicative practice tend to collide to
spectacular effect in the fast-paced and volatile information ecologies found in social
media. In this section, we look into discursive communities formed by ufologists on

Twitter for further insight into how evidentiality is practiced online.

While most academic scientific discourse on Twitter is focused on distributing
scientific information to a public audience (Mandavilli 2011; Runge et al. 2013; Choo
et al. 2015), ufologists’ interactions on the platform almost function as an intensified
peer review. That is, in addition to circulating and contesting evidence, they are
constructing it, too. Consider the tweet referenced in 3-1, in which Twitter user
@PaintingSurfer writes: “This is allegedly a [satellite] image of the disturbance in
the water that Cmdr. Fravor saw that ended up becoming the tic-tac ufo legend.
OSINT for the win” (PaintingSurfer). This is a reference to the “Nimitz encounter,”
a sighting of “a white oval object that resembled a large Tic Tac... about forty feet
long, with no wings or obvious flight surfaces and no visible means of propulsion”
from 2004 (Lewis-Kraus 2021). The sighting was reported in the midst of the Nimitz
Carrier Strike Group’s training operations by Commander David Fravor, and was
corroborated by two other pilots. Yet another pilot was dispatched to attempt to
record the object after Fravor’s sighting, and the resulting video — one minute and
sixteen seconds of blurry, monochromatic action — has been the subject of extensive

media coverage since 2017.

@PaintingSurfer’s tweet is a microcosm of the contradictory tensions that surround
this particular controversy. The use of the epistemic adverb allegedly, for example,
amplifies uncertainty regarding the link between the satellite image attached to the
tweet and the Nimitz Encounter itself. Furthermore, the use of the word legend im-
plies some level of doubt, reinforced by the preceding phrase ended up becoming, which
suggests reflexively that the legend was socially constructed — and perhaps something
more than, or different from, the event that was witnessed. However, @PaintingSurfer
also comments: “OSINT for the win.” This is a reference to open-source intelligence,
or the practice of collecting information from published or otherwise publicly avail-

able sources. Taken as a whole, @PaintingSurfer’s epistemic stance on the matter is
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Rick Kane
v @PaintingSurfer
¢

This is allegedly a sat image of the disturbance in the
water that Cmdr. Fravor saw that ended up becoming
the tic-tac ufo legend. OSINT for the win.

1:32 AM - Jun 16, 2021 - Twitter for iPhone

Figure 3-1: Tweet of a satellite image linked to the Nimitz encounter

o

Dom @dia797 - Jun 16
Replying to @PaintingSurfer
isnt that object just under 2 miles? that image is missing the scale

Q1 e (VA &

Rick Kane @PaintingSurfer - Jun 16
| agree 100%. | don’t believe this is anything more than whitecaps. |

know the waters between Guadalupe Island and San Diego pretty well
and conditions like that coming up the hill from Cabo were the norm
for that area.

9] T Q &
Figure 3-2: A response to @PaintingSurfer’s original tweet

unclear.

Of course, the act of publishing this on Twitter invites further scrutiny from other
amateur researchers, enthusiasts, and skeptics. An example of this is shown in 3-2, a
direct reply to @PaintingSurfer’s original tweet calling into question the lack of a scale
in the image. @PaintingSurfer’s response to this sheds further light on his personal
stance on the matter: “I don’t believe this is anything more than whitecaps.” He then
goes on to employ experiential evidence to justify disbelief in the image.

How do we make sense of @PaintingSurfer’s original tweet given this contradictory
context? Does the doubt implicated by the phrase this is allegedly a sat image out-
weigh the affirmation of OSINT’s role in this ecosystem of evidential production? Is
he applauding OSINT for simply surfacing the image for further consideration, or is

he actively promoting its evidential authority? Was he suspicious of the image from
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. UFO Sightings Weekly Y Daniel R. Fox @DanielPantss - Jun 19 -
@weekly_ufo The TicTac UFO was reportedly spotted and photographed over The

"Tic Tac" shaped #UFO over photographed over UK! The woman who photographed it says it was “hovering in place
Hinckley, Liecestershire, UK before allegedly "shooting
off in a blink of an eye" on 13 June 2021. Possibly just
an aircraft? See more and analysis at ufo-sightings-
weekly.blogspot.com/2021/06/tic-ta... #ufotwitter

and then disappeared”.

@DietrichVFA41 would love you input on this photograph. Does this
ring any bells? #ufotwitter

Figure 3-3: Two tweets about a Tac Tac UFO sighting in the UK

the beginning, or did the interjection from @dia797 convince him otherwise? One
possible interpretation (of many) is that @PaintingSurfer personally doubted from
the outset that this particular instance of satellite imagery was legitimate evidence,
but opted to circulate it, and shift the focus of his initial tweet on the merits of
OSINT instead. Regardless of whether or not this was the case, the juxtaposition of
these positions once again puts into sharp relief how nuanced and circumstantial the
articulation of stance can be.

Sometimes, ufologists on Twitter will explicitly call upon each other in an effort to
invoke the peer review process. This is done in a couple different ways, as shown in 3-
3. Some mobilize hashtags such as #ufotwitter to make sure that the tweet reaches the
proper audience. Others will directly tag members of the community with authority
in an attempt to capture their attention and get feedback on new data.

Twitter users started to gather around the hashtag #ufotwitter in December 2017,
likely in response to the New York Times article that broke the news of the Pentagon’s
UFO program (Cooper, Blumenthal, and Kean 2017). Although #ufotwitter has not
received much scholarly or popular media attention, insight into the community can
be found in reflexive discussions led by members on podcasts, blog posts, Youtube,
and #ufotwitter itself. One ufologist, AP Strange, describes it as follows on the Chaos

and Shadow podcast (KyleParanormal and Pagan 2021):

For the last couple of years I've tactically ignored a lot of the discussions
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that #ufotwitter has. They just really bore the hell out of me, to be
honest. It’s a lot of material, nuts and boltsy, government documents,
and hoping for some kind of utopian disclosure movement, some kind of
moment where this is gonna happen and the reality of something, I dunno
— not UFOs, not UAPs, just the disclosure that the US government has
some kind of alien technology — [comes out.| I don’t even know anymore...
Disclosure is always going to be the football that Lucy van Pelt is holding

up, and #ufotwitter is ever the Charlie Brown running up to kick it.

A Youtube video by Engaging the Phenomenon (2020) offers a more approbatory

perspective:

It’s a diverse group of individuals who are both like minded and... quite
different, but we're all at the same time (regardless of our own research
and opinions) sharing information and engaging in conversations. Some
#ufotwitter participants are breaking stories, putting together new infor-
mation. And then right behind them you have other participants of ufo
twitter that take those stories and leads and follow up and put together
more data and information, and we have a pool of information going on
through this activity. UFO twitter is very fast paced. It’s also very lim-
ited in the text you can use, so you have to be fairly concise and to the
point in the short limit of text you can actually use. Believe it or not,

that actually works very well for some reason, in my opinion.

In the video, in which members are interviewed and asked to describe the commu-
nity in their own words, #ufotwitter emerges almost as an institution in and of itself.
According to Twitter user @SteUFOnotCGULLS, #ufotwitter has “grown and grown,
it’s gone worldwide now. It’s like a think tank” (all emphasis mine). @Deepneuron
notes that “the beautiful thing about ufotwitter is that it’s a group of people who
are constantly exchanging ideas and looking for the truth as what people will see
as the world’s most important secret” @akam1129 emphasizes a need for the com-

munity to be welcoming: “We have to help all people who walk onto the subject —
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the political subject, the academic subject, scientific... and everybody is concerned,
it’s very important. It’s a great communion, to be here all together.” @mikeb8637
adds that “When I think about what #ufotwitter is to me, I envision it as a vehicle
for participation in the topic of the phenomenon, and instead of creating barriers for
entry into this topic it removes them, for better or for worse.”

These characterizations of #ufotwitter invoke political, academic, and even re-
ligious language (cf. Pasulka 2019), perhaps reflecting a latent desire within the
community to break free of the institutional isolation that has been imposed upon
it. In a way, this has already been done on social media. By bringing evidentiary
protocols and perspectives online, #ufotwitter has become that institution for those

seeking it.

3.3 Evidentiality on ufotwitter

In the subsequent sections, we present a corpus-based analysis of the linguistic dimen-
sions of evidentiality on #ufotwitter. We introduce a novel dataset of tweets using the
hashtag #ufotwitter from 2019-2021, and document work done to answer two initial

research questions regarding the corpus:

RQ1. Do different subcommunities within #ufotwitter mobilize language
differently when talking about evidence?
RQ2. How does evidential language mediate interaction and participation

on #ufotwitter?

We find that #ufotwitter is small and niche enough that many of the most active
members will engage with each others’ content across ideological boundaries, making
the disaggregation of the corpus into discrete subcommunities difficult using common
network analysis algorithms or available Twitter metadata. We also find that coding
tweets with sociologically-meaningful notions of interaction is difficult to do at-scale.
However, in these efforts to render the research questions tractable, we discover new
paths and insights into the ways in which the language of evidentiality shapes public

perceptions of truth and reality.

43



3.3.1 Data collection

Using the Academic Research search endpoint of the Twitter v2 API, we collect a
corpus of more than 3 million tweets using the keyword “ufo.” However, we find that
this corpus is very noisy, including many tweets discussing musical bands, movies,
games, and other media. In order to focus our analysis on talk that is (mostly) about
evidence, we narrow our search query to a single self-selecting speech community and
retrieve only tweets that use the hashtag #ufotwitter. This strategy yields a corpus
of 230,000 tweets.

The search parameters used are shown in 3.1. The query makes use of the implicit
AND operator described in the Twitter query-building guidelines and filters out tweets
with keywords "bts" and "fortnite" (which, by manual inspection, were determined to
be significant contributors of noise to the dataset). The query is also designed to filter

"-is:retweet" clause, resulting in the collection of only original

out retweets with the
tweets, quote tweets, and replies. Because this is a full-archive search, returning many
more results that can be stored in a single API response, pagination is used to fetch
the data in a series of “pages.” The tweet data, user metadata, and media metadata

are disaggregated from the response and serialized and saved separately.

’ Search parameter \ Value

query #ufotwitter -bts -fortnite -is:retweet

tweet.fields id, text, author id, conversation id,

entities, in_reply to wuser id, referenced tweets,
attachments, created at, public_ metrics

expansions attachments.media_ keys, author id,
in_reply to user id, referenced tweets.id.author id
media.fields media_key, type, url

start_time 2006-03-21T00:00:00Z

user.fields id, location, name, public metrics, url, username, verified

Table 3.1: Search parameters for full-archive search using the Twitter v2 API
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3.3.2 Evidential markers

For both research questions, we account for evidential language with the frequency
of specific evidential markers. Following the literature discussed in Chapter 2, we
focus on how twelve evidential markers (listed in 3.2) are deployed within speech on

#ufotwitter.

Evidential markers
Allegedly™
Apparently*
Arguably
Basically
Certainly
Clearly
Evidently
Possibly
Presumably
Reportedly™
Seemingly
Supposedly*

Table 3.2: Evidential markers of interest (*reportative adverbs)

Within this set, we also pay special attention to allegedly, supposedly, reportedly,
and apparently, which are reportative adverbs and more predictable in function (com-
pared to, for example, multivalent adverbs such as basically, which doubly functions
as a common discourse marker). According to Martin and White (2005), reportative
adverbs function as resources for attribution — that is, they are used to “attribute the
proposition to some external source.” This function situates them within the realm

of evidentiality (Rozumko 2019), and makes them of particular interest to our study.

3.4 Variation in evidential inflections on ufotwitter

To investigate RQ1, we decompose the question into two parts: (1) can we segment
the corpus into discrete, meaningful subcommunities; and (2) can we compare the
statistical distribution of the markers listed in Section 3.3.2 to gain insight into how

evidential inflections are differently mobilized between groups? Are tweets mobilizing
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Figure 3-4: Social status and reportative adverb deployment in the #ufotwitter corpus

evidential language differently depending on characteristics of the user or the text
itself, and to what sociolinguistic effect? In this section we discuss three methods of
segmenting the corpus: with follower counts from user metadata as a proxy for social
status, with user interaction graphs, and with topic modeling. For each, we discuss

motivation, implementation, and preliminary results.

3.4.1 User metadata

Do members of #ufotwitter with many followers employ evidential language at dif-
ferent rates than those with a smaller number of followers? Here, we use follower
count metadata for the authors represented in the corpus in order to estimate “social
status” within the dataset. We harmonize the tweet dataset with the user dataset
saved from the data collection phase, and compute the number of reportative ad-
verb tokens present in each tweet. The relationship between these two measures is
plotted in 3-4. We find that they are roughly negatively correlated, suggesting that
users with higher social status use reportatives at a lower frequency. However, we
determine that the relationship is too tenuous to draw conclusions or justify further

quantitative analysis.
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3.4.2 User interactions

In this section, we attempt to surface latent subcommunities in the user network struc-
ture before comparing their employment of evidential language on #ufotwitter. By
building a user graph based on interactions within the dataset (who retweets/replies
to/mentions whom), we test an underlying assumption that Twitter users who share
ideological predilections or other (offline) social characteristics tend to talk to each
other more than they talk to people outside of their affiliated groups. Ultimately, we
find that this assumption does not hold for our corpus, but we document our efforts

nonetheless.

To begin, we construct a user graph using the user metadata from the corpus,
where each node corresponds to a user who appeared in the dataset. This is an
unweighted, undirected graph; edges are drawn between two nodes (users) if one
has retweeted, quoted, replied to, or mentioned the other. This produces a graph
with 36,069 nodes and 127,592 edges, with an average degree of 7.07. We then run
community detection on the graph using the Louvain method (Blondel et al. 2008),
an algorithm that optimizes the modularity of a network. The “betweenness” measure

of modularity (@) proposed by Newman and Girvan (2004) is defined as follows:

Q= Z (ei-a;)

Here, e;; is the fraction of all edges in the network that connect vertices in partition
1 to those in partition j, and a; is the fraction of edges that connect to vertices in

partition ¢:
a; = E eij
J

The modularity @) is effectively the fraction of edges in the network that connect
vertices of the same type (that is, within-community edges) minus the expected value
of the same quantity in a network with the same community divisions but random
connections between the vertices. A lower value indicates weak community structure

(no better than random) while values approaching 1 (the maximum) indicate a strong
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Figure 3-5: Community detection on the base user graph

community structure. The Louvain algorithm greedily optimizes modularity by pro-
gressing iteratively with a two-step pass: in the first step, modularity is maximized
by allowing only local changes of communities; then, the communities are aggregated
to build a new network of communities.

For the base graph, the Louvain method does not yield a discernable grouping
amongst the users, as shown in 3-5.

Given that 58% of the nodes in the base graph are of degree 1, meaning that they
are connected to just one other node, we compute subgraphs constrained by degree
(so that subgraph Gy contains only nodes with degree k or higher, where k ranges
from 2 to 10). This is done with the aim of running the Louvain method on denser,
smaller graphs. However, constraining by degree only results in minimal improve-
ments in community detection, whether k£ = 2 (3-6) or £ = 10 (3-7). This can be seen
not only visually and in the modularity scores themselves, but also by inspecting the
allocation of users in the communities detected — known skeptic accounts like @Mick-
West are routinely grouped with known enthusiast accounts such as @uncertainvector
or @AFSUnidentified.

Further inspection suggests that the small and niche character of the #ufotwitter
community makes modularity an unsuitable metric for optimization in the user graph:
as illustrated in 3-8, members of #ufotwitter from opposite ends of the ideological
spectrum are relatively willing to engage with each other, perhaps moreso than in
other sites of controversy on Twitter. As US Navy pilot fighter Alex Dietrich puts it,

“no matter how much they’re attacking each other [on #ufotwitter|... they all want
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Figure 3-7: Community detection on a subgraph of nodes with degree 10 or higher

answers” (Dietrich).

3.4.3 Topic modeling

We also attempt to segment the corpus by looking for content-based clustering pat-
terns in the text. We use Latent Dirichlet Allocation (LDA) with standard hyper-
parameters and K = 3 (K fixes the number of clusters) as the topic model, and fit
the model to a lemmatized version of the corpus with nouns only, using the NLTK
Tweet Tokenizer, WordNet lemmatizer, and POS tagger in the preprocessing pipeline.
The top 5 most salient terms are video, time, phenomenon, article, and news for topic
1; space, alien, science, disclosure, and spacex for topic 2; and report, ovnis, pentagon,
book, and life for topic 3 (Appendix A). This suggests that talk concerning observed
and experiential evidence is allocated to topic 1, and that discourse about government
reports and other authoritative sources of evidence is captured by topic 3. However,

the associations are not strong enough to effectively segment the corpus using the
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marc bell

Mick can't touch the Nimitz case if he honestly faces all facts of the
case. He'd have to say peoples eyes were on the blink as well as radar.
His analysis on how flir works has been debunked in video by people
who service the mechanism/ lens. Mick doesn't seen to do video
debate

Mick West

I'm always happy to have a video chat, and to try to figure stuff out. I'll
be doing one tomorrow.

Chris Lehto and Mick West Discuss UFO Videos

Figure 3-8: Mick West, a prominent skeptic and debunker, interacts directly with a
#ufotwitter enthusiast

topic model alone. This is further corroborated by the lack of significant deviation in

evidential adverbial usage across the topics, as shown in 3-9.

3.5 Variation in evidential production on ufotwitter

For RQ2, we endeavor to study how evidential language mediates interaction and
participation using two methods. First, we look at variation in the focus of eviden-

tial modulation across the corpus, paying special attention to different participatory

apparently supposedly adlegedly meportedly

Q0D01S 4 4 4 |
I | | | | /mm_ T =
T wE [

Figure 3-9: Frequency of reportative adverb deployment across #ufotwitter topics
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aspects of evidentiality. Second, we look at variation in the rates of engagement

associated with the use of evidential adverbs in the tweets.

3.5.1 A participation framework of evidential production

To break down how the evidential adverbs mobilized on #ufotwitter encode differ-
ent participatory aspects of evidentiality, we introduce a participation framework of
evidential production. This framework delineates how different focal subjects of evi-
dential modulation can be identified when evidential adverbs are employed in speech.
Drawing upon Goffman’s participation model, an expansion of the traditional speaker-
hearer dyad in interactive discourse, we define six entities that participate in the di-
alogic process of evidential production: the phenomenon itself, the representation of
the phenomenon, the author or witness of the evidence at hand, the animator of the
evidence, the principal (the party who is socially responsible for the evidence), and
the audience for the evidence. Our model tries to isolate the subject of the stance
being taken when an evidential adverb is invoked, and slot it into one of these cate-
gories. Using this granular sociolinguistic coding schema allows for a more nuanced
investigation into the performative elements of becoming evidence. Rather than tak-
ing the one-dimensional view that something is worthy of being considered evidence
on the basis of being true or false, real or fake, such a framework scrutinizes multiple
representational and social aspects of data that must be rendered legible, credible,
and then accepted before becoming evidence.

We manually annotate a dataset of 800 tweets from the #ufotwitter corpus, filtered
by the presence of an evidential adverb, with the coding schema described above.
Two rounds of co-annotation are done with two people independently coding small
subsets of tweets (40 in the first round, 10 in the second round). The annotations
are compared with a third party to resolve disagreements as we refine the coding
framework and strategy. After intercoder reliability is achieved with a Krippendorft’s
alpha of 0.882, the remainder of the tweets are annotated on a single-coder basis.

3-10 shows the distribution of these codes across the annotated corpus. The ev-

idential adverbs are found to modulate the phenomenon and representation most
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Figure 3-10: Distribution of participation codes in the annotated corpus

frequently in the dataset. Still, a nontrivial number of tweets focuses attention on
other actors involved in producing or circulating evidence, including the original ob-
server (author) and the subsequent reporter (animator). This distribution suggests
that the language used on #ufotwitter to encode stance reflects a highly nuanced
awareness, emergent on the syntactic level, of the multifaceted nature of evidence.
Naturally, the question of whether specific evidential adverbs are mobilized at dif-
ferent rates for certain participatory effects follows. Although there is some statistical

variation, as shown in 3-11, no distinct patterns emerge at this sample size.

3.5.2 Engagement and evidential production

Finally, we consider how the language of evidentiality impacts engagement as mea-
sured by the affordances of interaction on Twitter: with replies, likes, retweets, and
quotes. Are certain evidential adverbs mobilized to differential participatory effect?

In the 800-token annotated set described above, we find notably higher-than-

average rates of engagement for tweets mobilizing a subset of the reportative adverbs.
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Figure 3-12: Mean participation rates by evidential adverb

We plot the mean participation rates for each evidential adverb against the mean
participation rate across the entire #ufotwitter corpus (demarcated by the dotted red
line) in 3-12.

Some adverbs, such as allegedly and supposedly, appear to have an outsized im-
pact on levels of engagement with the evidence on #ufotwitter. These adverbs are
particularly significant in the sociolinguistic context, not only because of their prag-
matic function as reportative adverbs, but also for being indexical of the circulation
of hearsay. What does it mean, then, that assertions of evidence that call conspicu-
ous attention to weakness rather than strength tend to generate more engagement?
In the next chapter, we consider the hearsay effect through various lenses, assessing

questions of causality and generalizability across different domains of controversy.
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Chapter 4

The hearsay effect

In the preceding chapters we traced evidentiary practice on social media in search
of a computational instrument to measure stance, only to arrive at something we
call the hearsay effect. This is the observation that certain evidentials, referred to
herein as hearsay adverbs, draw disproportionately high levels of engagement (as
indicated by metrics such as retweets and replies) when mobilized on #ufotwitter.
This chapter examines the hearsay effect in greater depth by asking three interrelated

sets of questions:

(1) What does it mean, socially, when evidence is presented as hearsay in
social interaction? What does a high level of online engagement signify in
this context?

(2) Is engagement responsive to participatory inflections in the language
(the hearsay adverbs themselves) or is it reflective of other linguistic fea-
tures that are not computationally-legible?

(3) Can the hearsay effect be detected in multiple discursive communities?
Is it the same across contexts, or is the hearsay effect more or less salient

for specific kinds of discourse?

Using a mixed-methods approach, we show that the hearsay effect is variable
across different interactional contexts and correlative with a particular genre of online

evidentiality that is characteristic of open source intelligence. Although the hearsay
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effect is not itself a predictor of stance, it is useful as an index of an evidentiary genre

that arises in the absence of epistemic authority.

4.1 On hearsay

Hearsay is defined epistemologically as indirect or second-hand testimony obtained
from a source that is neither present nor accountable for what is being said (Bakhurst
2013; McDowell 1998). It can be analyzed as a communicative process on the triadic
level, in which a speaker S conveys a proposition p to a recipient R where p has not
been produced or designed directly by S, but is rather derived elsewhere (Martini
2017). In all the examples we analyze, the addition of a hearsay adverb overly signals
that proposition p has been other-authored.

The expression of hearsay is an instance of stance-taking. Whether the epistemic
validity of the proposition is accepted by the recipient determines the alignment
between the speaker and the recipient. This process is related to epistemic properties
of the speaker’s utterance, as well as the recipient’s own knowledge of the context.

Consider the following conversation between Sam and Rachel, where Sam says:
“I heard Pepe got a video of a UFO hovering over the Green Building last night.”
The truth of the utterance — that Pepe captured a video of a UFO, or that there was
a UFO hovering over the Green Building in the first place — is undetermined. Sam
does not commit either which way, but ultimately leaves it up to Rachel to form a
judgment of her own on the matter.

Rachel might respond to this in a number of different ways. She might accept the
assertion at face value and leave it at that — that Sam said there is some chance that
Pepe captured a video of a UFO last night. She might accept it as an expression of
belief — that Sam believes that Pepe captured a video of a UFO last night. She might
also accept it as knowledge — that Pepe did, in fact, capture a video of a UFO last
night. This choice, and the degree to which Rachel commits to this choice, depends
not only on the inflections of certainty or doubt interpreted from Sam’s utterance,

but also on her relationship to her interlocutor and the context (i.e., the Goffmanian
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participation framework) more broadly — does she trust Sam? Does she trust Pepe?
Does she trust video evidence, or believe that UFOs exist (and can be captured on

camera)?

This example once again shows us that the points of epistemic modulation in
hearsay are multiple and variegated. It also demonstrates that the expression of
hearsay is necessarily dialogic. Scholars such as Agnés Celle (2009) have studied
how the social dimensions of hearsay are rendered linguistically, drawing attention to
hearsay adverbs such as allegedly, reportedly, and supposedly as particularly salient
markers. According to Celle, hearsay adverbs are both modal and recipient-oriented
in function, and operate uniquely by detaching the speaker from his or her utterance.
Unlike other epistemic adverbs, they do not serve to express the speaker’s judgment,
but rather to neutralize the assertion, preventing the speaker from being held account-
able to a judgment of his or her own. This has the important effect of insulating the

assertion at hand in a layer of suspended belief.

The hearsay effect reported in the previous chapter documents a correspondence
between the use of hearsay adverbs in a tweet and the level of engagement marshaled
by that tweet. On #ufotwitter, we observe that tweets with allegedly in the text re-
ceive, on average, 10.214 times more retweets and 8.529 times more replies than the
corpus-wide average. Tweets with supposedly receive 4.692 times more retweets and
4.038 times more replies. Tweets with reportedly do not exhibit the hearsay effect —
they receive a slightly less-than-average number of replies and retweets (as seen in 3-
12) — although this may have to do with Celle’s observation that, of the three hearsay
adverbs, reportedly is the most neutral. On platforms like Twitter, where value lies
not just in content but in its distribution as well, such a conspicuous increase in en-
gagement suggests that explicitly “weak” formulations of evidence develop a certain
kind of power as they are shared and engaged with. This is of particular consequence
especially in light of current debates on misinformation and how it proliferates on
social media. In the following sections, we consider how extensible the hearsay effect
is in two ways. First, we attempt to characterize the relationship between the hearsay

adverb and the engagement level using a computational approach. Second, we ex-
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amine the generalizability of the hearsay effect by adapting it to different discursive
contexts on Twitter. We construct multiple corpora of tweets centered around various
topics, from the 2021 coup in Myanmar, NBA trade and playoff predictions, and the
2022 Russian invasion of Ukraine, and compare the hearsay effect as measured in each

corpus.

4.2 Causality

The hearsay effect as observed in the #ufotwitter corpus is distinctive, but its ex-
planatory power is unclear. Put simply, the hearsay effect documents a correspon-
dence between hearsay adverbs and engagement, but there is no way of telling if the
engagement is a direct effect of the mobilization of the hearsay adverb. As explicated
by the fundamental problem of causal inference, demonstrating a causal link between
the use of a hearsay adverb and the level of engagement received would require that
we observe the level of engagement drawn from each tweet in the corpus — posted
by the exact same author, at the exact same time, seen by the exact same audience
as before — just without the use of a hearsay adverb in the text. This is, of course,

infeasible.

Here we describe a research design that approaches this problem from a differ-
ent angle: using natural language processing (NLP) techniques, can we develop an
algorithm that can (somewhat) robustly predict the level of engagement for a tweet,
given the text? Then, can we discern noticeable differences in the predicted levels of

engagement for tweets with and without the hearsay adverb present in the text?

In this section we introduce the model, the training schema, and results from the
first few iterations of algorithmic development. Due to time and compute constraints,
this component of the project was ultimately deprioritized before completion, but we

offer an analysis and discussion of the existing results for future consideration.
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Figure 4-1: Pre-training and fine-tuning with BERT

4.2.1 BERT

To computationally probe the function of hearsay adverbs in the context of a tweet,
we “train” a model to recognize patterns between text and a real number “target”
value Y (an engagement metric, such as the number of replies) until it becomes
reliable enough to predict engagement values for text it has not seen before. We use
Bidirectional Encoder Representations from Transformers (BERT) to develop our
algorithm (Devlin et al. 2019).

BERT belongs to a family of natural language processing systems called large
language models (LMs), which have received considerable media attention for state-
of-the-art performance on a number of classic NLP benchmarking tasks. These models
tend to have extremely large numbers of parameters - BERT has 340 million — and
are used as the backbone of many “transfer learning” schemes in NLP.

Transfer learning is a powerful technique in which a model is first pre-trained
on a data-rich, general task before being fine-tuned on a more specific downstream
task. During the pre-training phase, the goal is to show the model many examples
of natural language while iteratively adjusting the values of its parameters until a
baseline level of performance is achieved. BERT is pre-trained on two tasks: masked
language modeling and next sentence prediction. In masked language modeling, a
small subset of the tokens (15% in the original BERT paper) in the input text are
hidden from the model, and the likelihood of a token given its surrounding context is
predicted. In next sentence prediction, the model is tasked with predicting how likely
a candidate sentence is to follow a given input sentence. Because both of these tasks

are unsupervised (meaning that they do not require labels), BERT and most other
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LMs are pre-trained on huge quantities of input data, usually taken from the internet
(for example, one of BERT’s sources for pre-training data is the entirety of English
Wikipedia). BERT’s success is often attributed to these features of the pre-training
process, which allow the model to “learn” numerical vector representations of words

that are relatively rich and contextual.

In the fine-tuning step, the model is trained on smaller, more specifically-formatted
datasets to do the desired form of prediction. Data for training and validating mod-
els for common downstream tasks such as text classification, semantic similarity,
and question answering can be found in industry-standard benchmarks such as Gen-
eral Language Understanding Evaluation (GLUE) or Stanford Question Answerin