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Abstract

Creating human-interactive problem-solving robots involves interfacing natural-language
instructions into formal representations. This formal representation should contain all
the verifiable constituent units (ideally atomic propositions) which are present in the
natural language instruction. However, the format and vocabulary of atomic propo-
sitions may vary substantially across formal representations and their application
domains. Hence, extracting the correct atomic propositions from natural language
has been a bottleneck in converting language to formal representations. In this thesis,
we propose and implement a two-step method for identifying atomic propositions in a
representation-agnostic way. Given an instruction in natural English, we first identify
the spans of that instruction that may potentially be atomic propositions, and then
carry out a finer-grained translation into the chosen formalization language. In eval-
uating this approach, we demonstrate the ability of the span identification method
to generalize to two common domains of robot planning tasks, navigation and ma-
nipulation, as well as three additional domains of household robot tasks. Finally, we
discuss, implement, and evaluate methods to incorporate span identification into the
process of parsing English into three formal representations: Temporal Logic, PDDL,
and a custom style of atomic propositions. Using pretrained language models and
naturalistic parallel data, we build a system that enables flexible formalization of
natural language across chosen intermediate representations.
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Chapter 1

Introduction

The ability of humans to interact with robotic machines using language is at a stage

of rapid development. Phones come equipped with virtual assistants that ‘listen’ to

natural language queries and instructions, and smart-home devices turn appliances

on and off with just a verbal command. But a lot of nuance is missing, and it becomes

important as we start using language to describe more complex tasks and problems.

Although we use language seamlessly, our everyday utterances are full of ambiguity,

hidden implications, and complex structures that may be opaque to robotic systems.

In a world where any user can communicate their goals to a robotic machine with

ease, complete and scalable natural language understanding is a crucial part of the

human-robot interface.

Imagine a robot in a lab, carrying out an impressive demonstration of planning

based on a natural language instruction. A human says, “There is a red block on the

table. Grasp the block until the light turns on and then pick it up.” This instruction

is executed. Impressive! Now, imagine we want to scale this machine’s abilities into

a variety of domains, some wildly different. What ought to happen when a human

says, "There is a cat stuck in the stairwell of Building 36! Search the stairwell until

you see her and then send us a message."?

Although these sentences describe very different situations and potentially require

very different action repertoires from the robot, they are similar at the natural lan-

guage understanding level. If, instead of trying to parse language directly into a set
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of actions, a robot was trying to first build up a formal definition of the desired task,

we would find that these two very different commands can be structured exactly the

same way in that intermediate representation. The specific actions from the robot’s

repertoire only need to be plugged in to the intermediate representation.

This thesis takes a step towards better constructing these intermediate represen-

tations from natural language. Specifically, we ask: how can a machine correctly

identify sub-tasks or sub-constraints from a complex utterance in natural language,

so that their interdependencies may be formally described? We hope that the result-

ing system makes it easier to leverage the structure of human language into making

machine-language interfaces more generalizable and interpretable.

1.1 Motivation

Communicating a task to a machine typically requires precisely defining the problem,

constraints, and goals in a formal representation. Formal representations of tasks and

goals facilitate algorithmic planning, increase the efficiency of verification methods,

and help us build robust and reliable systems as a result. In natural language, a person

can describe their desired tasks or goal states to a robot by giving it an instruction.

This instruction could be complicated or ambiguous. It could be composed of sub-

tasks or sub-states that interact. A formal representation of the same task would

consist of smaller verifiable units (ideally atomic propositions) corresponding to all of

the sub-tasks, linked together using the appropriate operators or syntax as defined by

the formalization language. Figure 1-1 shows an example of breaking down sub-tasks

in order to represent the complex logic of an instruction.

The task of identifying these atomic propositions in natural language instructions

has cross-domain applications. In the field of converting natural language to temporal

logic, difficulty in correctly identifying and grounding atomic propositions has been

cited as a factor that prevents or limits generalization to new domains [14]. Decom-

posing a user’s instruction into smaller, focused units is also a strategy for planning

from high-level instructions [1] and providing targeted feedback to the user in case of

16



Figure 1-1: An example of breaking down a natural language instruction into atomic
propositions. The APs, highlighted in the instruction on top left, are treated as
individual logical units (bottom left) in order to evaluate whether the robot needs to
be holding the flashlight at the given point of time.

system failure [25].

1.2 Problem Statement

We are given an instruction in natural language (NL). First, we assume that the

semantics of the instruction can be represented using a logical formula.

Such a formula consists of atomic propositions (APs) which evaluate to Boolean

values (T/F). These APs are put together by operators from a finite set, which might

be defined through a framework such as propositional logic or temporal logic.

If the NL instruction is a sequence of tokens 𝑤1, 𝑤2, 𝑤3...𝑤𝑛 then each token will

belong to one of two categories – either part of an operator, or part of an atomic

proposition.

At the end, we want to make an ordered list of non-overlapping subsets, such that

each subset can be parsed into an atomic proposition.

The remainder of the token sequence will be assumed to contain the operators.

We aim to identify the subsets of tokens that correspond to atomic propositions in a

way that is agnostic to the specific operators present in the formalization framework.
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1.3 Project

The project of this thesis is building a modular system to identify atomic

propositions from a natural language instruction. First, we fine-tune a pre-

trained language model to identify the spans of an instruction corresponding to poten-

tial atomic propositions. Then, we use the identified spans as an input into whatever

formalization framework is desired. To demonstrate the use of the identified spans

as input to a formalization framework, we implement a conversion into Planning Do-

main Definition Language (PDDL) as well as a conversion into atomic propositions

represented in a custom style (e.g. predicate(object)).

1.3.1 Goals

Dataset creation Our methodological goal is to create a dataset for extracting

potential atomic propositions from English commands and release it for further use. In

creating the dataset, we use a Large Language Model (LLM) as a data augmentation

tool, saving hours of human annotation time. When releasing the dataset, we provide

a detailed description and evaluation of the data augmentation technique. We also

demonstrate that the dataset thus created is more diverse, natural, and complex than

existent algorithmically augmented datasets in this field.

Pretrained networks for language-to-TL conversion Our engineering goal is

to demonstrate the incorporation of pretrained networks into the task of identifying

atomic propositions. Building upon the idea that starting with some sort of abstract

knowledge representation can help us generalize better in a downstream task, we

demonstrate this for the identification of constraints from natural language sentences

spanning five different domains.

Multifaceted evaluation Our scientific goal is evaluation of every step of our

pipeline. Within each layer, we enumerate the design decisions and carry out tests

on a variety of metrics to identify the effects of that decision on the final usefulness

of the model. In addition to evaluating on test set accuracy, we identify past pain
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points – generalization ability, validity of LLM generations, and interpretability –

and design experiments to evaluate our approach on these metrics. We hope that

this multi-pronged evaluation approach, going beyond benchmark accuracy, can be

adapted into other domains and highlight areas for dramatic improvement in the

current state of the art.

This project contributes to a broader research theme of parsing constraints ex-

pressed in natural language into a formal intermediate representation.

1.4 Contributions

To summarize, there are three key contributions in this thesis:

1. Demonstrate the incorporation of modern NLP techniques into the longstanding

problem of extracting atomic propositions from linguistic input.

2. Create a novel dataset for AP identification which is diverse, complex, and

natural.

3. Evaluate the system on accuracy and generalizability. Further, evaluate the

merit of the two-step system that breaks down NL instructions prior to formal-

ization.

1.5 Thesis Overview

The reminader of the thesis is structured as follows. Chapter 2 provides the technical

background of relevant topics such as atomic propositions, temporal logic, and PDDL.

Chapter 3 provides an overview of related work in the language-to-formalization field,

with a focus on temporal logic as a well-studied formalization.

Chapters 4 and 5 focus on the technical methods of building the system. In

Chapter 4, we focus on the span identification aspect of the model. In Chapter 5,

we focus on the LLM-assisted methods of actually grounding the actionable spans

to actions or propositions in the robot’s real-world environment. In both of these
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chapters, we describe the experiments used to evaluate the technical approach and

share the results.

Finally, Chapter 6 provides a summary of findings and additional notes, along

with a discussion of limitations and future directions to this work.
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Chapter 2

Technical Background

In this chapter, we review the logical representations that are relevant to this work.

2.1 Atomic Propositions

In logic, a proposition is a statement that can be evaluated as True or False, for

instance, 𝑝 → 𝑞 (p implies q). An atomic proposition is one where further decom-

position is not possible. In the above example, p and q would be considered atomic

propositions. In this paper, we use the term ‘atomic proposition’ to mean a mini-

mal unit that can be verified (it is either a checkable state, or an action that can be

completed or not completed) and further breakdown is not required.

2.2 Temporal Logic

In temporal logic, atomic propositions representing particular constraints or tasks

are linked together by temporal operators as well as standard propositional logic

operators [22]. It is used in situations where a robotic machine needs to satisfy

certain constraints that are interdependent and ordered in time. For instance, Linear

Temporal Logic (LTL) is a type of temporal logic which, in addition to propositional

logic operators, contains the additional operators F (at some point in the Future),

U (Until), and G (Globally). An example of an LTL statement is below. Each Φ𝑖 is
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an atomic proposition.

𝐹 ( 𝜙1 𝑈 ( 𝜙2 & 𝜙3 ) )

At some point in the Future, Φ1 must be true Until (Φ2 And Φ3 are true).

e.g. “(hold on to the flashlight)1 until (you reach the flag)2 and (light #2

turns red)3”

2.3 PDDL

The Planning Domain Definition Language [20], or PDDL, is a Lisp-based framework

for describing a problem to a robotic planner. Specifically, in PDDL the user describes

the problem domain by describing available actions, predicates, and object types. The

user then can describe any problem in this domain by describing the specific objects,

initial conditions, and goal conditions that have to be met. Some robotics simulators

automatically detect objects and initial conditions from a scene [17]. What remains to

complete a problem definition is to provide the goal conditions. The goal conditions,

like the initial conditions, have to be defined in terms of the objects, predicates, and

actions which are present in the domain definition. So, if something similar to atomic

propositions are extracted from a natural language instruction, a PDDL formalization

could be constructed by converting each AP into a clause within the goal statement.
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Chapter 3

Literature Review

3.1 The Language-Robot Interface

3.1.1 Early NLP for Robotics - Defining the Problem

Early exploration of the language-computer interface, much like the bulk of current

research, focused on simulating human-to-human conversation. However, there were

some attempts to create natural language understanding in order to interact with

machines and have them carry out tasks. A demonstrative example developed in the

60s is the SHRDLU system [32]. SHRDLU operated in a limited toy setting called

‘blocksworld’, and its demonstrated abilities included understanding what objects

were being referred to in a natural language instruction. It gave feedback to the

user if a particular object was not understood, not existent in the environment, or a

particular action was not in its repertoire.

Through six decades of work since then, the underlying desiderata of SHRDLU

are not very different from what we want from our systems today. When we say that

we want our systems to ‘understand’ natural language instructions, we often mean

that we would like our system to interface between the instruction we have provided

and a concrete instruction that it is able to carry out in its own environment –

while communicating back to us if such a mapping is not possible. This highlights

interpretability as an important and longstanding concern for the natural language
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understanding space.

Surprisingly, even SHRDLU’s shortcomings were not too different from the key

challenges with NLU for robotics today. SHRDLU was constrained to the rudimentary

blocksworld environment, and only responded with reasonable success to a few well-

tested structures of instructions. Today, robotics NLU systems are often tested on a

single domain and fail to generalize to others [14]. This highlights another concern –

generalizability of a natural language understanding solution.

3.1.2 Statistical Methods - Towards a Data-Centric Approach

In the 1980s, the rise of statistical methods in language processing reduced the reliance

on painstakingly crafted dictionaries and grammatical rules. These methods used data

to learn the particular values of a set of parameters in a pre-defined model. Use of

data began to show promise as a reliable way to improve model performance [19].

A drawback of statistical methods was that as the models grew more complicated,

complex feature engineering was required in order to define all the correct features to

capture the different aspects of language. This is where neural networks came in.

Neural network models are nonparametric – meaning that there isn’t a fixed set

of parameters or features. Instead, over the course of the training phase, a neural

network defines and tunes its own set of features. While this makes neural networks

much more generalizable, it also makes them opaque to a user. This underscores the

importance of an explainable intermediate representation in case of failure in

these systems.

3.1.3 Pretrained Language Models - The State of NLP Today

A class of neural network models are commonly referred to as Large Language Models

(LLMs). An LLM is pre-trained on a large amount - terabytes - of unlabeled data. The

LLM learns patterns of language use that are then encoded into billions of parameters,

enabling much finer-grained responses over a larger set of domains than ever possible

before.
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Pretrained language models may be trained on objectives such as next-word pre-

diction or masked language modeling. Masked language modeling, introduced with

BERT [7], makes use of unlabeled data by randomly ‘masking’ spans of tokens1. The

model’s objective is to choose the highest probability sequence of tokens to fill in

the masked region. Loss is calculated based on the similarity of the model’s out-

put to the original sentence. The model we use in our system, T5, uses a similar

masked-language-modeling method for pretraining. Pretraining for T5 is done us-

ing the Colossal Clean Crawled Corpus [24], a large corpus of cleaned English text

scraped from the internet using Common Crawl (https://commoncrawl.org/).

T5 introduced the idea of treating any NLP problem as a text-to-text problem.

After pretraining on a large unlabeled corpus, T5 could be fine-tuned on multiple

specific NLP tasks, converted to a format in which the input was a string and the

output was a string as well. The method of pre-training a model and then fine-

tuning on a specific task with fewer labeled examples is called transfer learning, and

originating in the field of Computer Vision, it is very common in NLP today. We will

refer to transfer learning in the context of our model in later chapters.

3.2 Parsing Language into Logical Intermediates

Work from the early 2000s addressing the language-robot-interface recognizes the

need for a domain-independent logical intermediate between a natural language in-

struction and the robot’s semantic representation of the task [16]. Both prior to and

following this, much natural-language-understanding work focused on predicate logic

[31] or temporal logic [15] as potential intermediates due to a structure that allowed

for easier rule-based translation from structured English sentences.

TL is not the only option for a logical intermediate, however. Algorithmic plan-

ners were developed to solve problems defined in PDDL, and so it provides a useful

intermediate representation.

1A finer-grained representation than ‘words’, a word may consist of multiple tokens.
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3.2.1 Language to Temporal Logic

[4] provides a recent (2019) survey of approaches to convert natural language, usu-

ally English, into Linear Temporal Logic (LTL) specifications. This survey identifies

some of the challenges that arise in converting language, with potential ambiguities,

into Temporal Logic. It divides approaches up to 2019 into two broad categories -

rule-based approaches and statistical approaches - and finds that overall, statistical

approaches are capable of outperforming rule-based approaches, but only when there

is an abundance of data used to train the model.

3.2.2 Language to PDDL

The Planning Domain Definition Language (PDDL) is a commonly used problem

definition language for robotics. Although pretrained large language models do not

necessarily produce reasonable plans from natural language instructions, they can

be used as translators between natural language and PDDL goal statements, and

combined with algorithmic planners which rely on goals defined in PDDL [11, 33].

This approach is a current area of research.
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Chapter 4

Methods: Span Identification

The first step in the two-step process to identify atomic propositions is identifying

spans of the natural language instruction that might potentially contain the APs. In

this section, we detail the technical implementation of this step. Then, we carry out

evaluation of the span identification model on metrics of accuracy and cross-domain

generalization.

4.1 Technical Implementation

The technical implementation of the span identification model involved creating a

dataset and fine-tuning a T5 model on the task. The following sections describe the

dataset, including the creation process and an analysis of the data distribution. Then,

we talk about fine-tuning and postprocessing.

4.1.1 Dataset

A goal of the language-to-formalization effort is making formal descriptions available

to a layperson. But existent datasets often lack examples of the way that a layperson

might speak to a robot. Prior work in text-to-TL has relied on synthetically generating

English sentences from randomly generated Temporal Logic using hard-coded rules

[12, 30]. Although some randomness can be added, this approach limits the flexibility
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and diversity of data, thus highly limiting the generalization potential of the model

trained on it [10]. Instead, we propose starting with manually annotated human-

generated sentences and then augmenting this data using a large language model.

We collected about 600 labeled examples and doubled that through augmentation

to build a dataset of 1.3K. We incorporate common robot toy environments in the

navigation and manipulation domain as well as relatable and applicable household

tasks. For our natural data, we use Wikihow1 as the primary source. Some data is

compiled from other works on robotics [27] as well as from a crowd-sourcing effort

with collaborators familiar with logical representations. This initial dataset is referred

to as the ‘seed data’ in the following section.

In terms of format, our dataset consisted of English instructions as the input and

the AP-lifted instruction as well as a list of APs as the label. This allowed for a

supervised training approach, in which the ‘ground truth’ labels are provided to the

model at training time. Testing is then done on a subset of the dataset that has

been withheld completely during test time. Following from work that shows that

most tasks can be represented in a text-to-text format with good performance [24],

we converted our dataset into a text-to-text format as shown in Figure 4-1.

4.1.2 Data Augmentation

We use GPT-3 [23], a pre-trained large language model, to augment our data. This

is a departure from the precedent of rule-based data augmentation [12, 30]. It is an

important one. By virtue of being pre-trrained on large amounts of human-generated

data, GPT-3 encodes finer patterns of naturalistic utterances than what can possibly

be hard-coded by a small team of researchers.

The data augmentation process consists of two techniques. First, we carried out

vocabulary expansion. This meant retaining the sentence structures from our seed

data but enhancing the vocabulary that they contain. In order to do this, we take the

AP-lifted version of each data point. Then, we use in-context learning with GPT-3

or GPT-3.5 to fill in the blank regions with novel APs. Optionally, we provide it with
1A website that contains articles about how to do various tasks. wikihow.com
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nudges about domains to focus on.

The second aspect of augmentation was frame expansion. In this technique, we

used GPT-3.5 to generate new sentence structures altogether. We ask for commands

that can be provided to a robot, then we process those to get lifted versions and carry

out vocabulary expansion on each of the lifted versions. This allows us to get more

spontaneous sentence structures in our dataset.

Below is an example of an LLM prompt used for data augmentation through

vocabulary expansion. The sections in bold are the nudges meant to balance the

domains represented in the dataset, and were frequently changed or removed. The

higher-level data augmentation process is illustrated in Figure 4-1.

Example LLM Prompt for Data Augmentation

In the frame given below, fill the props with constraints that you might find

in an airplane or automotive design manual. You can also fill them

with commands that you might give a robot, in a domain such as navigation,

manipulation of objects, or signal detection. After each sentence, also

give me a list of what you used to fill in the props, separated by $$.

Here are some examples: For the frame "If {prop_1}, {prop_2} and {prop_3}

until {prop_4}.", an example sentence is "If the trash is full, take it out and

dump it until it is emptied." $$ the trash is full $$ take it out $$ dump it $$ it

is emptied $$

For the frame "It is equivalent to have {prop_1} and {prop_2} at the same

time or to have {prop_3} eventually .", an example sentence is "It is equivalent

to have the value of signal 2 be 5.0 and switch 6A to be on at the same time

or to have signal 3 become 20.5 eventually." $$ the value of signal 2 be 5.0 $$

switch 6A to be on $$ signal 3 become 20.5 $$

Here is a new frame: {prop_1} until {prop_2} and {prop_3}. Five different

example sentences for this can be:
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Figure 4-1: (a) The format of dataset items and conversion into a text-to-text task.
(b) An example of data augmentation through vocabulary expansion. (c) A schematic
of data augmentation through frame expansion.

4.1.3 Dataset Characteristics

The complexity and diversity of our dataset were important design considerations,

especially since we are working with a small dataset (1.3K items). In this section we

analyze our data for complexity and diversity, alongside comparable language-to-TL

datasets.

To reflect complexity of instructions, we report the statistics of AP counts per

instruction and word counts per instruction in Table 4.1. While the number of APs

in the instructions tend to be low, the number of words tends to be high, with sizable

standard deviation. It reflects that the AP spans are of variable length.

Table 4.2 shows a comparison of our dataset with other comparable English-to-

Formalization datasets, focusing on Temporal Logic datasets. We report a high ratio

of unique frames to total sentences, as well as the highest total vocabulary count in

spite of having a fairly small dataset.
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AP Counts
mean 2.275
median 2
max 6
std. dev. 0.905

Word Counts
mean 11.536
median 11
max 34
std. dev. 4.789

Table 4.1: Statistics of the number of APs and number of total words per instruction
in the dataset.

Dataset Total
Items

# Unique
Frames

Unique : Total
Frames

Vocab Size

Our Data 1.3K 193 0.144 2178
NL2STL [5] 15K 14438 0.963 2121
DeepSTL [12] 120K 3653 0.030 265
GLTL [10] 11K 193 0.018 193
CW [28] 3.3K 39 0.012 188
Office email [9] 0.15K 23 0.153 143

Table 4.2: Statistics of corpus richness. Compared to previously released large
datasets on data diversity metrics [5], our dataset creation method generates a higher
ratio of unique frames to total sentences and vocabulary items to total sentences.

4.1.4 Fine-Tuning

Choice of Pretrained Model After preparing the dataset, we fine-tuned a pre-

trained language model on the span identification task. We chose the model T5, or

Text-to-Text-Transfer-Transformer [24]. T5 is based on the Transformer architecture

[29] and treats every task as a text-to-text task. We fine-tuned t5-small, the smallest

version of T5, in order to place a constraint on model size.

Task Defininition The specific task we are modeling here is identifying spans of

the sentence that correspond to potential atomic propositions. Henceforth we will

call this ‘Span Identification’. The conversion from dataset items to the prompt and

label for this task are shown in Figure 4-1. The input is an utterance containing

some atomic propositions as well as some operator words and fillers. It is a natural

English utterance that might describe a complex task, with temporally interdependent

subtasks. The output is a semicolon-separated list of the atomic propositions, in

order. Here, the ‘atomic propositions’ appear as spans of the original text, with no

additional modifications. This is done to avoid limiting the system to a particular
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formal language or a particular representation of an atomic proposition.

4.1.5 Postprocessing

Coreference A potential challenge when breaking a larger instruction into separate

spans is the loss of coreference information such as the correct referents of pronouns.

To overcome this, we carry out coreference identification on the original instruction.

We carry out identification of coreference clusters using an existing external module,

wl-coref [8]. From there, our system can return coreference-annotated spans or

coreference-resolved spans. In the former case, coreference is marked on the entities

by marking every entity belonging to the same cluster with the same index. This

can be used as a check during grounding to ensure that each entity which shares an

index has been grounded to the same real-world object. In the latter case, coreference

resolution, the antecedent is identified and subsequent spans are edited to include a

reference to the main antecedent directly. Addressing coreference modularly with a

separate package allows us to incorporate coreference information into our system

without complicated re-annotation of our data.

We evaluated this model through multiple accuracy metrics, generalization exper-

iments, and qualitative evaluations to highlight common errors. We also compared

performance to few-shot learning using a large language model, here GPT-3. The

next two sections focus on the accuracy and generalization evaluations.

4.2 Performance Evaluation

4.2.1 Experimental Methods

Accuracy Metrics

We evaluated accuracy of the T5-based span identification model on four metrics:

• Command accuracy: The percentage of commands for which the full list of APs

was perfectly matched with the target
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• AP accuracy: The percentage of APs which were perfectly matched with the

corresponding targets

• Wrong AP similarity: For all the predicted APs marked as incorrect, their

average similarity score with the targets.

• Above-threshold Similarity: The percentage of APs for which the cosine simi-

larity between the target & predicted AP exceeded the threshold of 0.8.

Similarity is on a scale of −1 to 1 and is calculated using the spacy library

[13] Since exact-match accuracy could be affected by things like verb conjugations,

punctuation, and even formatting, we did our best to standardize the output prior to

evaluation. However, it is not possible to hard-code all the possible exceptions, and

as a result, the similarity-based metrics are more stable.

4.2.2 Evaluation Setup

We evaluated on a test set that was a split of our original data, unseen during training.

While evaluating, we split the model’s generations into lists of spans. In order to

normalize the responses for better exact-match accuracy, punctuation was stripped,

unimportant words such as implicit ‘you’ (in imperatives) were dropped, and all verbs

were lemmatized. This is not a part of the post-processing of the model outputs, but

only a normalization applied for evaluation purposes.

Hyperparameters For the ‘T5-Tuned’ span identification model in the following

experiments, the model t5-small was fine-tuned with maximum sequence length of

256, a learning rate of 3e-4, using the ADAM optimizer with 𝜖 = 1𝑒 − 8, and batch

size 8 for both training and evaluation. It was trained on a subset of the data, with

train/validation/test split sizes of 432/107/179 data points respectively. Training was

for 20 epochs and it took less than thirty minutes on an NVIDIA GeForce RTX 2080

GPU. The results below are calculated from a single run of the algorithm.
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Figure 4-2: (a) Performance of the T5-Tuned model on the test set, compared against
few-shot performance of GPT-3 on the seed data. (b) Performance of the T5-Tuned
model and GPT-3 on the ‘Wrong AP Similarity’ metric. (c) Changing the number of
examples in GPT-3 few-shot prompting had little effect on accuracy metrics, although
it was always better than zero-shot.

4.2.3 Results

The results are shown in Figure 4-2. Our span identification model scores >91%

on accuracy metrics. This is compared with few-shot performance of GPT-3 on the

seed data. GPT-3 is tested specifically on the natural seed data, not the test data,

since the test data may contain examples generated by GPT-3. Numerically, the

performance on the accuracy metrics is given in Table 4.3. A qualitative evaluation

of the successes and errors is included in the Discussion (Chapter 6).

Metric T5-Tuned GPT-3
Command Accuracy 91.95 53.0
AP Accuracy 94.62 71.49
Wrong AP Similarity 0.82 0.76
Similarity > 0.8 99.43 89.79

Table 4.3: Accuracy comparison of two span identification approaches, a fine-tuned
t5-small model (T5-Tuned) and few-shot GPT-3.
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4.3 Cross-Domain Generalization

We tested the ability of the span identification model to generalize to unseen do-

mains and sentence structures. For the experimental setup, we chose five domains

with distinct types of instructions: Gardening, Cooking, Cleaning, Navigation, and

Manipulation.

4.3.1 Experimental Methods

For each domain, we split our data into a domain-withheld training set that did not

contain instructions related to that domain, and a domain-specific test set which

contained those instructions. Filtering was based on vocabulary. Common words

were identified from each domain, and sentences containing those words were filtered

out.

Then, in each case, we freshly fine-tuned a T5-based span identification model on

the domain-withheld dataset. We evaluated each model on the domain-specific test

set, which contained at least keywords and likely multiple sentence structures that

were never encountered during fine-tuning.

4.3.2 Evaluation Setup

The vocabulary used for filtering the datasets for the span ID generalization experi-

ment are given in Table 4.3.2, along with the sizes of each training and testing dataset.

The evaluation metrics and T5-Tuning hyperparameters were the same as in section

4.2.

4.3.3 Results

As summarized in Figures 4-3 and 4-4, span identification with a finetuned T5 model

shows high generalization potential across domains. Numerical results are shown in

Table 4.4. Combined with prior results that show higher generalizability and accuracy

for TL translation when an AP-lifted version is used [5], this indicates that models
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Task Words Withheld Train Size Test Size
Gardening plant, soil, water, dig, trim, cut,

weed, grass, yard, rake, lawn,
wheelbarrow, mow

1240 102

Cleaning clean, dirty, trash, scrub, dust,
sweep, garbage, stain, laundry,
dish, wash, organize, tidy

976 366

Manipulation red, blue, green, purple, arm,
robot, box, ball, grab, put, pick,
reach, lift, move

732 481

Navigation turn, walk, go, enter, reach, ap-
proach, bedroom, flag, kitchen,
navigate, move

751 459

Cooking stove, cook, pan, stir, boil, cook-
ing, pot, wash, oven, rice, water,
batter, meal, dish, sink, spoon,
simmer, cut

1085 257

Domain Command Accuracy (%) AP Accuracy (%) Wrong AP Similarity
Gardening 92.1568 95.6175 0.8948
Cooking 91.8287 94.8717 0.8617
Cleaning 93.9890 95.8950 0.8390
Navigation 91.7211 95.1992 0.7494
Manipulation 92.9313 95.9114 0.7703

Table 4.4: Accuracy metrics across domains for the T5-Tuned span identification
model. The test domain was withheld during training.
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fine-tuned on naturalistic data show good generalization for both parts of the English-

to-TL process.

The results for GPT-3 in this experiment are for few-shot prompting, not fine-

tuning. The purpose of comparing the T5-Tuned model with few-shot GPT-3 is not

to contrast the quality of the two pretrained models, but rather the output from two

different training approaches – just pre-training on a large amount of data (GPT-3),

vs. pre-training a smaller model and fine-tuning it on a small amount of specific data

(T5-Tuned). Further, note in this comparison that since our dataset is augmented

by GPT-3, many of the test sentences are part of its distribution. Therefore, this

experiment does not test the novel domain generalization performance of GPT-3. It

visualizes the baseline AP identification performance of GPT-3 alongside the the novel

domain generalization performance of the T5-Tuned model. The performance of the

T5-Tuned model on unseen data is comparable or better than GPT-3 performance

on potentially self-generated data.

4.4 Conclusions

In this chapter, we implemented and evaluated a model for span identification, the

first step towards identifying formalization-agnostic atomic propositions from natu-

ral English instructions. We created a novel dataset, which is augmented through an

LLM-assisted framework that makes it more natural, complex, and diverse than exist-

ing language-to-formalization datasets. After training the span identification model,

we evaluated it on four measures of accuracy and generalization to five robot task

domains, finding promising cross-domain generalization.

In the next chapter, we discuss methods to convert the output of span iden-

tification into atomic propositions given a chosen formalization format as well as

experiments on the accuracy and interpretability of such an approach.
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Figure 4-3: Accuracy-based metrics for novel domain generalization performance of
T5-Tuned models with certain domains withheld. Compared against baseline perfor-
mance of 3-shot prompted GPT-3 on the same test sets.

38



Figure 4-4: Similarity-based metrics for novel domain generalization performance of
T5-Tuned models with certain domains withheld. Compared against baseline perfor-
mance of 3-shot prompted GPT-3 on the same test sets.
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Chapter 5

Converting Spans into Atomic

Propositions

After identifying spans of the sentence that potentially correspond to atomic propo-

sitions, the next step is actually converting these to the representation of APs in

the chosen formalization. The method looks different depending on the formalization

selected. We have two outputs: the spans, which we have been discussing so far, and

the remainder of the sentence (‘lifted’ sentence), which is presumed to contain the

operators. Below, we discuss existing technical approaches for converting the lifted

natural language sentence into the skeleton of a logical sentence. Then, we propose

a method for converting the identified spans into atomic propositions, in order to fill

in the gaps in the logical sentence skeleton.

In order to demonstrate converting the identified spans into atomic propositions,

we use two types of representations. One is a custom style where each AP is rep-

resented in the format predicate(object) using predicates and objects that are

existent within the domain. This format can be plugged into a temporal logic skele-

ton. The second is PDDL, where each AP is represented as a single proposition in the

goal condition. These two formalization styles have different syntax, but the approach

towards converting the spans into these styles is similar.

After discussing the technical approach to converting identified spans into atomic

propositions (either custom style or PDDL goals), we carry out evaluation experi-
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ments to test the accuracy, validity, and interpretability of the two-step approach.

Sections 5.2 and 5.3 describe test suites designed for the evaluations as well as ex-

perimental methods and results. We find that for conversion to Custom-Style APs,

the two-step approach improves accuracy and validity of the generated atomic propo-

sitions. The results from the PDDL experiment on human-judged accuracy and in-

terpretability are inconclusive, but we present the initial findings and experimental

setup and discuss future directions for human user evaluation.

5.1 Technical Approaches

5.1.1 Converting Lifted NL to Temporal Logic

After the spans of interest are extracted, the remaining ‘lifted’ sentence an be con-

verted to Temporal Logic using existing text-to-text techniques [14, 5]. The APs

can be filled back in once the translation is complete. Recent work shows better

performance for this ‘lifted’ translation method than end-to-end translation between

English and STL [5]. Using the span identification model completes the pipeline by

creating reliable lifted sentences across a variety of domains.

5.1.2 AP Formalizations Using LLM In-Context Learning

We can use in-context learning with a pretrained LLM to match each identified span

to one or more APs as defined in the desired definition language. For example,

consider a language which has a set of predicates and a set of objects, and the desired

representation The prompt contains a domain description in the form of predicates

and objects as well as the initial conditions that define the problem. The prompt also

contains one unrelated example domain and potential instructions with their ideal

responses. APs from the English instruction are plugged into the prompt sequentially.

For each one until completion or failure, the model generates either (a) goal conditions,

or (b) feedback to the user when an atomic proposition doesn’t fit the possibilities of

the domain. In our experiments, we find that the two-step method does a better job
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of keeping the LLM outputs within-domain.

5.2 Matching to a Custom AP Style

5.2.1 Experimental Setup

In this experiment we evaluate the two-step method on identifying atomic propositions

of a particular custom style. For instance, the style we chose is predicate(object).

For demonstration, we designed a suite of 100 NL instructions with custom AP ground

truths. The natural language instructions were sourced from Wikihow as well as the

most complex parts of open robotics datasets [18, 2], while ground truths were anno-

tated manually. They covered five domains – traffic, cleanup, gardening, household,

and navigation. We implemented a pipeline that would take the identified spans from

the first step and use them as input to an LLM for AP generation.

After post-processing to remove irregularities, we evaluate the generated APs on

metrics of accuracy and validity. The metric for ‘Accuracy’ is the percentage of LLM-

generated APs which are contained in the ground truth set of APs for the problem.

‘Validity’ measures whether the predicates and objects referenced by the generated

APs are all contained within the domain definitions. We calculate the percentage

of valid APs as well as the number of unique out-of-domain predicates and objects

generated by each approach.

We tested two approaches – APs as List and APs as Loop. In the List approach,

the identified spans are presented as a list in the LLM prompt and it is only prompted

once with the entire list. In the Loop approach, the LLM is prompted multiple times,

with only one single span per prompt. The APs are expected to be generated one by

one in the Loop approach. We tested two LLMs, GPT-3 and GPT-3.5, with both AP-

List and AP-Loop. We compared performance with a Full-NL approach, in which the

full natural language instruction is given as input to the LLM instead of the identified

spans.
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Approach Percentage Accurate Total APs
AP-List; GPT3.5 58.39 805
AP-Loop; GPT3.5 64.27 722
Full-NL; GPT3.5 52.53 1028
AP-List; GPT3 62.59 818
AP-Loop; GPT3 61.66 806
Full-NL; GPT3 57.49 1195

Table 5.1: The accuracy percentage for four different approaches to formalizing
identified spans into a custom style of APs, along with the total APs evaluated.

5.2.2 Results

Accuracy

Results for accuracy are given in Table 5.1. The two-step method works better overall,

with the AP-Loop approach on GPT3.5 showing the best result. We also note the

total number of generated APs as compared to accuracy percentages: for instance,

even though the Full-NL approaches generate a much higher number of APs, their

accuracy scores are low, hence the additional generated APs may not be relevant to

the problem.

Validity

For validity, the best results were from the Full-NL GPT-3 model. Among AP-

based models using the two-step approach, we found that using the AP-List approach

with GPT-3 gave the best validity results. The AP-based approaches are all mostly

comparable, as shown in Table 5.2.

Approach Percentage Valid Total APs
AP-List; GPT3.5 85.52 725
AP-Loop; GPT3.5 86.86 586
Full-NL; GPT3.5 86.58 774
AP-List; GPT3 88.67 768
AP-Loop; GPT3 87.05 664
Full-NL; GPT3 94.23 948

Table 5.2: The validity percentage for four different approaches to formalizing
identified spans into a custom style of APs, along with the total APs evaluated.
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Approach ChatGPT GPT-3
AP-List 58 14
AP-Loop 26 33
Full-NL 62 26

Table 5.3: The number of unique out-of-domain predicates or objects generated by
each approach.

Further, we evaluate how much this validity score is affected by the same out-of-

domain APs being generated vs. unique out-of-domain APs being generated. We find

that the AP-Loop approach has the best performance (lowest number of unique out-

of-domain APs), as shown in Table 5.3. This is an interesting metric, because having

fewer unique out-of-domain APs may make it easier to carry out error correction and

improve system performance, leading to a large increase in validity percentage with

much less effort.

5.3 Translating to PDDL Goals

5.3.1 Experimental Setup

In order to test the two-step method for grounding English instructions to PDDL,

we designed a test suite of 40 English-to-PDDL goal generation prompts for an LLM.

For half of these, the model was prompted using the original full English instruction

(“Full-NL”). In the other half, we first used our span identification model to extract

potential APs and then prompted the model using each AP specifically (“AP-Split”).

This second approach is similar to the AP-Loop approach discussed in the previous

section.

As a pilot test of accuracy and interpretability of model responses, we surveyed a

group of users familiar with formal logic, who either had a background in PDDL or

were given an introduction to PDDL prior to completing the survey. Each subject

filled out a survey with ten model responses from the initial set of 40. The premise of

the survey was that the subject was interacting with and judging the performance of a

model which grounds natural language instructions to PDDL, and provides feedback
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if such a grounding is impossible.

Each question started with a plain English instruction. The user attested that they

understood the instruction and found it well-formed. In case any user did not find

a particular instruction well-formed (5 out of 120 total cases), the user’s remaining

answers for that question were filtered out in the data processing stage.

After seeing the plain English instruction, the user saw the system’s feedback

response to the instruction, also in plain English. This response was generated by

prompting GPT-3.5 to generate PDDL goals from English. The user was asked to

comment on the transparency of the model state. Given the model’s feedback re-

sponse, the user rated how easily and clearly they were able to infer the state of the

model (i.e. success or failure at a particular stage). The description of the domain

was hidden from the user at this point.

Then, the domain description was shown. The model’s full response was also

shown. The full response consisted of not just the feedback, but also the generated

PDDL. The user was asked to judge the model’s generated PDDL (if any) for cor-

rectness and adherence to the constraints of the domain. This gives us an estimate

for accuracy of the generated PDDL.

Each user also rated the ease of answering the accuracy questions on a 5-point

scale. This, in addition to the model state transparency question, gives us an estimate

for the interpretability of the model’s repsonses.

An example of a full stimulus is given in the Appendix. It shows an example

instruction and its corresponding domain description, along with the model responses

from the AP-Split approach and the Full-NL approach.

5.3.2 Results

Accuracy

For PDDL and feedback generated by both methods, users judged reasonability and

adherence to the domains. For the analysis, each response (yes; no; can’t say) is

converted to a numerical score (1; -1; 0). The responses are then split by question ID
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Reasonable
Input type Mean Score Std. Error
AP-Split -0.2425 ± 0.1446
Full-NL -0.2628 ± 0.1450

Table 5.4: Mean scores, across questions, of model responses judged as ‘reasonable’
for both the AP-Split and Full-NL approaches.

In-Domain
Input type Mean Score Std. Error
AP-Split 0.5651 ± 0.1453
Full-NL 0.5168 ± 0.1157

Table 5.5: Mean scores, across questions, of model responses judged as ‘within do-
main’ for both the AP-Split and Full-NL approaches.

since multiple annotators judged each question. Each question’s score is a weighted

average of its individual annotator scores, where the weights are their self-reported

PDDL comfort on a scale of 1-5. Results are in Tables 5.3.2 and 5.3.2.

In both reasonability and adherence to domain, we observe a slight advantage of

the AP-Split approach, but the difference is not significant. It is worth noting that

most questions are judged neutral-to-unreasonable and neutral-to-within-domain.

Interpretability

We were interested in transparency of model state as a measure of interpretability.

In order to study this, we separated the responses to this question by unique respon-

dents. We calculated the mean rating given by each user under both the Full-NL and

AP-Split conditions, and the difference between that and their overall mean rating.

The data suggests that on average, AP-Split responses may rated more transparent

than the overall mean and Full-NL responses were rated less transparent than the

overall mean, but the difference is not significant. The numerical results are given in

Table 5.3.2.

In this question as well, the average transparency score by user was fairly high

for almost every user. On a scale of 1-7, nearly every user’s average response across

questions was greater than or equal to 6 points. (Average transparency scores by user:

6.2, 6.2, 6.1, 7, 6, 5.7, 6.6, 6.9, 6, 5.375, 6.142857143, 6.)
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Model Transparency
Input type Diff. from Overall Mean Std. Error
AP-Split 0.0624 ± 0.0809
Full-NL -0.0574 ± 0.0838

Table 5.6: The average across users of how their mean transparency ratings for either
the AP-Split or the Full-NL approaches differed from their overall mean transparency
rating.

Users also rated the ease of judging whether the model’s response was reasonable

and within-domain. There were no significant differences between Full-NL and AP-

Split responses.

5.4 Conclusions

In this section, we implemented two ways of formalizing identified spans from a nat-

ural English sentence into APs. In the first, we formalized the span into a custom

predicate(object) AP format. In the second, we converted each span into a PDDL

goal. For both, we used large language models with 1-3 examples provided in the

prompt.

From the Custom-Style AP generation, which was evaluated algorithmically, the

results indicate that the two-step method of splitting up the spans and using them as

input is a promising way to address some of the concerns that come up while using

LLMs for reasoning tasks – specifically, accuracy of the generations and adherence to

the defined domains.

From the PDDL-goal generation, which was evaluated by a small set of human

users, results were inconclusive. Generally, user responses showed very little vari-

ability at all. We are interested in running this experiment with other language

models, questions involving more complex tasks, and users from a wider variety of

backgrounds. Thus, we would like to investigate whether this result is robust or is

being influenced by factors external to the hypothesis.
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Chapter 6

Discussion

In this chapter, we summarize the findings and contributions from previous chapters,

along with a discussion of limitations and future directions to this work.

6.1 Span Identification Performance

6.1.1 Qualitative Evaluation

We conducted a qualitative evaluation of span identification performance by studying

all the model predictions that had a similarity of less than 0.8 with the target spans.

Key Strengths Both the finetuned t5-small and GPT-3 prompting approaches

were able to identify generally accurate spans in a sentence, in sequential order. The

most interesting result from the evaluation of the span identification model is the

high accuracy and similarity scores from the smallest T5 model, fine-tuned on only a

few hundred sentences of parallel data. In addition to our model being made open to

use, researchers or engineers who wish to train their own span identification model

can do so with relatively little annotated seed data and computing power, using the

methodology outlined here.

Key Weaknesses The finetuned t5-small model struggled with completely differ-

ent sentence structures, such as complex circuit descriptions from a different dataset

49



[12] when they were not part of the training set. It’s worth pointing out that these sen-

tences were generated by algorithm and not scraped from natural-language sources.

For the GPT-3 prompting approach, it was constrained by the particular exam-

ples provided in the prompt. The predicted APs often missed important modifying

phrases, such as in the AP ‘sweep the floor using the broom’, it would miss ‘using

the broom.’

6.1.2 Generalization to Synthetic Data

In our experiments on generalization, we found good generalization to instructions

with natural sentence structures even when they were from unseen domains. This

is promising. At the same time, we wondered about performance on datasets with

highly different sentence structures. With further experimentation, we found that

synthetic sentence structures from a circuit-domain dataset [12] were not as well

resolved. We believe this is not an inability to generalize to the circuit domain, but

rather an unfamiliarity with the highly artificial sentence structures in that dataset.

Regardless, such sentence structures might come up in real-world problem definitions,

and it may be desirable for a span identification model to deal with them. We found

that including just 50 sentences from the circuit dataset (originally 120K sentences

in size) into the training data improved performance on the circuit test data from

18% AP accuracy to 58.5% AP accuracy, a gain of 40%. Thus, transfer learning

capabilities of T5 can be applied in to achieve large improvements in cross-domain

generalization with much less data.

6.2 AP Formalization Performance

For generating custom-styled APs or grounding to PDDL, we proposed using LLMs.

There is a tradeoff to consider here. On one hand, including the whole natural

language instruction without any breakdown incorporates all the necessary context

of the sentence. On the other hand, LLMs are prone to predicting text that is incorrect

in a particular context but may have been from an unrelated part of the prompt. By
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carrying out the span identification chunking, we encourage the grounding done via

LLMs to be specific and relevant. This is particularly reflected in the low number of

out-of-domain actions and objects generated by the AP-Loop approach, as compared

to Full-NL (Table 5.3).

6.3 Contributions in the Context of Contemporary

Literature

One line of work in language-based-planning for robotics is grounding natural lan-

guage instructions directly to the robot’s environment or potential plans [21, 27]. Our

work is similar to the above in that it focuses on interpreting natural language com-

mands for a robot. It differs from the above by focusing on the language interpretation

and not planning, and by making intermediate representations an explicit concern.

Choosing the ideal intermediate representation between language and a robot’s plan

is a difficult question, so we aim to generalize across the choice of formalization.

Parallel data that maps language to formal representations or even atomic propo-

sitions is rare, creating a bottleneck for supervised learning. There are various

workarounds, largely from the field of language-to-temporal logic. Some work gen-

erates artificial data by using rule-based TL-to-language algorithms [12] or soliciting

human annotations for simulated robot actions [30]. Our work makes a contribution

to this field by creating a dataset and describing the methodology, enabling easier

access to parallel training data without the need to create unnatural synthetic sen-

tences.

We use pretrained, Transformer-based [29] neural language models at both stages.

With the advent of Large Language Models (LLMs), there is a lot of ongoing research

about carrying out tasks end-to-end using a language model. We take an alternative,

modular approach with the goal of building a targeted and transparent system.

51



6.4 Limitations and Future Work

One key limitation is that this work focuses on English data. While cross-lingual

transfer learning is an ongoing research problem [3], studies in cross-lingual transfer

learning have reported results that are of less quality than monolingual training [26].

As such, the authors think that a language-agnostic approach to the AP identification

task would be a valuable contribution. One way to do this could be starting not with

the base natural language instruction, but with its dependency tree that is parsed

using standard cross-lingual conventions [6].

A second limitation is that we limit this paper to commercially available LLMs

(GPT-3 and GPT-3.5). It may be worth evaluating this approach on other LLMs,

particularly open-sourced alternatives.

Finally, we carry out a pilot study evaluating the ways in which human users

interact with the two different approaches to formalization – our proposed system

vs. an end-to-end approach. The users in our study are not necessarily domain

experts, but they have a greater exposure to formal representations than the general

population. A larger-scale study with the general population would be an interesting

future direction of work to study whether this approach makes a difference in the

accessibility of formal representations to a non-expert.

6.5 Conclusions

In this thesis, we present a two-step method for identifying atomic propositions from

English language instructions. Our method goes from English to span identification

and then to the desired representation of atomic propositions, allowing generaliza-

tion across formalization types. For span identification, we find high cross-domain

generalization, suggesting that this may be a promising approach for generalizable

AP identification. We also carry out experiments with using span identification as

an intermediate for LLM-assisted formalization, finding that this approach increases

accuracy and relevance of the generated atomic propositions in a custom representa-
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tion.

53



54



Appendix A

Experimental Materials

A.1 Matching to Custom AP Style

Following is an example of a domain descriptions used for the Custom AP style

experiments. There were five domains. We also include an example English language

instruction.

Domain Name: Traffic

Predicates:

decrease_speed, locate_object, not, turn_into, collide, enter,

aligned, engage_signal, check_sensor, exists, stop_at, approach,

yield

Objects:

traffic_sensor, car, traffic, exit, mirror_right, mirror_left,

curb, self, traffic_gap, parking_spot, turn_signal, object,

parking_line, roundabout

Example Instruction: Decrease your vehicle’s speed as you approach the circu-

lar roundabout. Check the left mirror before entering the roundabout and allow any

approaching traffic to pass. Enter only when you have a safe gap. If the roundabout
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is vacant, you can enter without yielding. Turn on your signal as you approach your

desired exit.

A.2 PDDL Goal Generation

Below is an example of an instruction and domain description, along with the re-

sponses from the AP-split approach and Full-NL-Instruction approach.

Instruction: Start by vacuuming the rug to remove any visible dust, then fill the

bucket with water and mix in a scoop of detergent. Finally, take the rug off the floor

and put it in the bucket, please.

Domain Description

Predicates:

(:predicates

(inside ?obj1 ?obj2)

(nextto ?obj1 ?obj2)

(ontop ?obj1 ?obj2)

(broken ?obj1)

(burnt ?obj1)

(cooked ?obj1)

(dusty ?obj1)

(frozen ?obj1)

(open ?obj1)

(perished ?obj1)

(screwed ?obj1)

(stained ?obj1)

(sliced ?obj1)

(timeset ?obj1)

)

Objects:

(:objects
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vacuum.n.04_1 - vacuum.n.04

rug.n.01_1 - rug.n.01

floor.n.01_1 - floor.n.01

agent.n.01_1 - agent.n.01

bucket.n.02_1 - bucket.n.02

scoop.n.02_1 - scoop.n.02

)

Initial Conditions:

(:init

(ontop vacuum.n.04_1 rug.n.01_1)

(ontop agent.n.01_1 floor.n.0_1)

(dusty rug.n.01_1)

)

Model Response; Full-NL Approach

Attempting to ground ‘Start by vacuuming the rug to remove any visible dust,

then fill the bucket with water and mix in a scoop of detergent. Finally, take

the rug off the floor and put it in the bucket, please.’...

Feedback: Error, no predicate found for ‘fill’.

[No PDDL generated]
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Model Response; AP-Loop Approach

Attempting to ground ‘vacuuming the rug.’...

Grounded successfully.

PDDL Goal:

(:goal

(and

(not (dusty rug.n.01_1))

)

)

Attempting to ground ‘remove any visible dust.’...

Grounded successfully.

PDDL Goal:

(:goal

(not (dusty ?obj1))

)

Attempting to ground ‘fill the bucket with water.’...

Grounded successfully.

PDDL Goal:

(:goal

(inside bucket.n.02_1 water)

)

Attempting to ground ‘mix in a scoop of detergent.’...

Feedback: Error, no object found for ‘detergent’. Would you like to add an

object called ‘detergent’?
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